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DEVELOPMENT OF A MATHEMATICAL MODEL OF THE HUMAN
OPERATOR'S DECISION-MAKING FUNCTIONS

by

J. T. Tou, R. E. Thomas, and R. J. Cress

INTRODUCTION AND SUMMARY

This is the final report submitted to the National Aeronautics and
Space Administration Electronics Research Center in accordance with Contract
No. NAS 12-37, Development of a Mathematical Model of the Human Operator's
Decision-Making Functions.

This program spanned a period of 16 months, July 1965, through October 1966.
The objective of this program was to conduct research leading to the development
of a model of the human operator which will advance the state of the art of such
modeling. The development of a better human operator model would allow more pre-
cise specifications by control systems engineers of input and output equipment
which best matches human performance characteristics.

The research described in this report is concerned with the formulation
of a mathematical model describing the human operator's decision-making functions
in a control'system. The model simulates the evolution of control strategies
selected by a human operator and the prediction of verbal heuristips used by a
human operator. The operator is assumed to be engaged in the on-line control
of a dynamic system described by an ordinary linear differential equation subject
to initial and final‘boundary conditions. The operator's task consists of moving
the system from the initial state to the terminal state and minimizing a qua-
dratic performance criterion using information concerning state variables and

"cost" variables which is obtained from meter readings available at discrete
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time during the control operation. A summary of the proposed solution and

experimental results is presented as follows:

Proposed Solution

To pursue the objective stated in the contract, a mathematical model
is developed which attempts to simulate the evolution of the human operator's
strategies for the selection of controls on the basis of the observed meter
readings. The proposed model consists of four modes of control. They are the
heuristic mode, the gradient mode, the terminal mcde, and the probing mode.

In the heuristic mode, the control strategy consists of selecting controls to
maintain invariant relations discovered to exist between successive portions of
the task. 1In the gradient mode, a "cost" reducing control action is applied
repeatedly whenever it has been detected. In the terminal mode, the final end-
point conditions are approached regardless of sharp increases in the ''cost"
functional. The probing mode consists of a search procedure and is used whenever
the other three modes are not operational.

The development of the heuristic mode of control is central in this
research. The mathematical model attempts to discover dimensionless parameters
relevant to the objective functional, and attempts to maintain these parameters
at appropriate levels. A heuristic resulting from this procedure is exemplified
by the vefbal statement: "In order to minimize 'cost',choose controls so that
the ratio of the reading on meter 3 to the reading on meter 5 is equal to 10."

The dynamic system used in the simulation study is described by a
first-order or second-order differential equation subject to certain specified
boundary conditions. The control signals are selected from a predetermined

set of values.
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Experimental Investigations

The approach described above was investigated experimentally by
allowing 14 subjects to solve 23 first-order control problems (Mark I model),
and allowing 14 additional subjects to solve 12 second-order control problems
(Mark II model). The subjects were tested in an on-line, real-time environment
with their control selections fed into a Control Data 3400 computer. The
computer used the selected values to up-date the values of the meter-readings.
These values were then printed out and displayed to the subjects who were then
required to make their next selection. For the Mark I experiments the number
of selections per problem varied between 8 and 38; for Mark II the number of
selections was 20 for each problem. The problems permitted the use of five control
selections: y = -2, -1, 0, 1, or 2. The number of meter-readings displayed to
the subjects was six and eight for Mark I and Mark II, respectively., The subject
was asked to minimize the consumption of "fuel", and to hit target.

At the end of each problem, the subjects were asked to state their
recommendations to a second hypothetical controller who would soon be required
to solve a similar set of problems. These statements were recorded oﬁ tape and
were later used to identify heuristics used by the subjects. Exclusive of the
time for instruction, approximately 1-1/2 hours were required for each subject
to finish the set of problems. These same problems were also solved by the

Mark I and Mark II computer simulation models.

Simulation and Experimental Results

The results from the computer simulation and those from tests of the

subjects were analyzed in two respects: (1) performance as measured by total
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fuel conéumed for each problem and (2) the agreement between the heuristics
used by the subjects and those used by the simulation model.

For the Mark I experiment a high linear correlation (r = 0.916) was
obtained between the subject median "fuel" consumption and the model "fuel"
consumption. However, percentage deviations in excess of 100 percent were
obtained for three of the problems. Learning curves were fitted to the ratio of
the Mark I model's "fuel" consumption to the subject median "fuel" consumption.
The curves showed improving subject performance relative to the model between
Problems 5 and 14, at which point, as expected, subject performance degraded
sharply because of increased difficulty in the problems. Subject learning
again took place between Problems 14 and 23.

A three-man panel was used to analyze the taped statements made 5y
the subjects to determine the number of subjects using the same heuristic as
that used by the Mark I model. From Problem 8 to the end of the set, the panel
agreed that at least 11 of the 14 subjects used the same heuristic as the model.
The average conditional probability of a correctly ﬁatched heuristic, given the
model's heuristic, was found to be 0.83 over the last 15 problems.

An additional analysis was made by comparing the performance of the
subjects with computed results obtained from the use of eight hypothetical
strategies. The correlation coefficieﬁts for the subject median costs and these
eight strategies varied between 0.268 for a random selection of controls to 0.918
for a composite strategy expected to yield a maximum correlation.

The results of the Mark II computer simulation showed good agreement
in terms of performance for small values of the time constant. The agreement
degraded markedly as the time constant was increased. A learning curve was
fitted to the last six of the 12 control problems. The learning curve was

of the same type as used to analyze the Mark I results.
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The same three-man panel was used to analyze the verbal statements.
The average conditional probability of a matched heuristic, given the model's
heuristic was found to'be 0.15; the unconditional probability that a subject's
heuristic will match some heuristic in the simulation list of heuristics was
approximately 0.50., These small probabilities are attributed to unappropriate

choices of the parameters in the Mark II model.

Evaluation of Results

Only one model is proposed in this study and data are gathered which
tend to support it. It does not follow that this model is validated. Other
models may be equally consistent with the data. A 'modern'" scientific approach
would formulate competing models as alternative hypotheses and conduct an experi-
of sufficient precision to be capable of rejecting all but one of these hypotheses.
At present, however, there appears to be a scarcity of mathematical structures
that can be used to evolve the verbal heuristics of the human controller.

It is believed that the instructions to the subject, the conduct of
the experiments, and the use of a panel of judges have yielded reliable results.
It is true that no other investigator can use the same judges or subjects.
Nevertheless, it is predicted that if he will conduct a similar experiment,
using the same number of subjects, the same number of judges, and the same
methods of analysis, he will arrive at conclusions that are in statistical agree-
ment with those'obtained in this study.

"It is concluded from this research that the Mark I model offers a
feasible approach to modeling human decision-making in first-order control
systems of the type investigated. 1In addition to producing the heuristics used

by human controllers with high probability, it also gives high correlations with



human performance curves.

For second-order control systems the agreement between the Mark IT
model and the subjects was not impressive., Much of this difficulty is believed
to be the result of making inappropriate parameter assignments in the model.
However, the results obtained suggest that, even with appropriate assignments,

the model may fail for large values of the time constant.

AN OVERVIEW OF THE RESEARCH

The following sections present an overview of the research project.
Some earlier work in modeling of human decision-making processes in a control
task is reviewed. The evolution of the project is outlined. The concept cf
dimensional analysis is introduced. Some basic assumptions are made in the
characterization of the human controller. This section concludes with a brief

description of the proposed mathematical model.

Review of Previous Research

Previous work in the study of manual control from the engineering

point of view dates back to 1947 when Tustin(l) proposed a description of the

operator's response and its implications for controller design. In 1948,Ragazzini

discussed engineering aspects of the human as a servomechanism. Since that
time, research interest in the mathematical characterization of the human
operator in the control system has greatly intensified. Papers and reports
describing these models exist in abundance. Practically all of these proposed

models attempt to describe major characteristics of the human operator in the

2
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form of a transfer function. The models are primarily developed to describe
compensatory tracking behavior and pursuit tracking behavior. Although both
tracking behavior and decision-making behavior are regarded as major character-
istics of the human in a manual control system, little work has been done on
the mathematical modeling of the decision-making behavior of the human operator
in a control system. The fact that research in mathematical modeling of human
decision-making lags behind that of human tracking behavior is primarily due to
the difficulty of obtaining mathematical descriptions of decision-making behavior.
Physical laws may be used to characterize the tracking task but not the decision-
making behavior since the latter involves a mental process which deals with such
aspects of thinking, experience, extrapolation, judgment, inference, and
generalization.

In 1962 Thémas(3) developed a set of test problems that could serve
as a useful tool in studying the characteristics of human controllers. The opti-

mal solutions to the test problems were derived using dynamic programming(4’5’6)

or the maximum principle(7). It was proposed that human subjects be repeatedly
allowed to generate solutions to these problems in order to determine whether

or not human subjects could "learn'" optimal control by repeated trials. The only

information given to the subject would consist of the values of the state vari-

ables and the value of the objective functional after the completion of a trajectory.

The performance obtained from the mathematical solution to the control problem

could then be compared with subject performance.

(8)

In the dissertation of Ray , the proposed approach was carried out

for one of the control problems. In general, it was found that about half of

the subjects tested achieved nearly optimal control in approximately 20 repetitions

of the problem. A stochastic control problem was similarly tested by Rapoport(g).

It should be emphasized that none of these investigations yields a mathematical
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model of how the human organizes his previous experience in order to improve
his performance. 1In particular, these investigations can not be related to
the question of whether the human controller can be characterized as a

. - . (10) . .
Bayesian decision-maker as studied by Edwards . Moreover, these investi-
gations avoid the difficulties associated with obtaining quantitative characteri-
zations of concept evolution, generalization, and judgment. Some of these diffi-

culties are made explicit by Watanabe(ll).

Evolution of the Project

The aim of the project is incorporated in the following statement:

"Using experimental procedures, investigate the role of

higher mental processes such as those involved in judg-

ment, extrapolation from the knowledge of immediately

previous performance and similar human capabilities as

they influence man's total performance in manual control

systems."
Although this aim is directed toward the use of experimental procedures, it is
clearly necessary to develop a theoretical basis for the experimentation. The
initial theoretical basis took the form of dynamic programming. In general,
it was asked whether the decision-making processes of the human controller
could be represented by an algorithm based upon dynamic programming.

It was concluded that systematic recursive structures of the type
associated with dynamic programming may not be a good way to characterize human
reasoning processes. Such structures do not permit a human controller to revise
his guesses, do not permit him to introduce external information at stages
after the first stage, and do not lend themselves to the use of heuristics which

evolve from stage to stage. The use of policy space, rather then function space,

appears to be more typical of the human decision-maker. However, because of the
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loss of the Markov property, a more general version of approximation in policy
space would be needed than that given by Howard(S).

In order to include subjective estimates of the decision-making
algorithm, it appeared necessary to use elements of Bayesian statistics because
these methods alone appear to deal with the problem of combining in a mathe-
matical way measures of belief and actual observations. In the context of
the present aim, it appeared desirable to apply these methods directly to
policies, rather than to the estimates of parameters in models as is typical
Bayesian problems.

Based on these ideas some attempts were made to formulate the decision-
making process in terms of policies and Bayesian probabilities. 1In particular,
the Bayesian probability was taken to be the probability that the policy used
at a particular trial would optimize the performance criterion. The succession
of trials would then serve to support, or deny, the optimality of any tested
policy. By regarding such trials as successes or failures for a given policy,
the probability that a given policy will generate optimal control could be up-
dated using a Bayesian method.

Further development of these concepts showed a strong presumption of
an environment in which 'repeated trials" could take place. The ''learning" of
the human controller was thus considered as the result of repeated trials under
nominally identical conditions. However, in the present context, it is clearly
preferable to assume that the human does not have the luxury of repeated trials
that will facilitate learning. In the space environment, for example, as
astronaut does not have an opportunity to generate many different trajectories
in order to find a minimum-~fuel trajectory. In practice there is only one tra-

1

jectory generated by the astronaut. Consequently, any "learning'' by the astro-

naut must be accomplished during the generation of the trajectory. Such on-line
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learning may permit him to improve his performance during later stages of

the trajectory.

Several assumptions were then made about the human controller:

(L

(2)
(3)

4)

The human controller will "review'" his accumulated control
experience from time-to-time in order to extract the in-
formation which would be likely to increase performance
during the remainder of the trajectory.

The review times occur at the discretion of the qontroller.
The controller will develop his trajectory in segments.

In generating a trajectory between A, B, and C, the human
controller may first restrict his attention to the problem
of generating a trajectory between A and B, or even on
initial portion of the trajectory between A and B.

When his accumulated experience is evaluated at a review
time and the extrapolation of his current control efforts
are judged by the controller to be nonoptimal relative

to some alternative control efforts, then he may abandon
his current control effort and begin a new, but "similar",

control problem. The problem is a new one in the sense

that the initial point of the desired trajectory now coincides

with the current location of the controller. The final point

is not changed and the form of the performance criterion
is not changed, but the form applies only to the remaining

portions of the trajectory.

vt et ot e~ ey oyt
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Thus, the controller is envisioned as generating a sequence of similar control
problems each one of which may be partially completed. The final trajectory is
considered to be made ﬁp of these subtrajectories.

These developments led quite naturally to the present form of the
model. The emphasis in the above assumptions on the similarity of the sub-
trajectories forced a distinction to be made between the control values actually
selected and the verbal description of the kind of simiiarity that existed
between the subtrajectories. The verbal description could remain identical
and yet the associated control actions could be quite different. In fact, it
was now convenient to label as "heuristics' the verbal statements of similarities
when translated into recommendations for choosing controls. In simpler terms,
human control strategy consists of two parts: (1) operational control actions
and (2) verbal statements of how to choose these controls.

The mathematical modeling problem was also made easier by the recog-
nition of the role of "similarity' between subtrajectories. The kind of mathe-
matical analysis customarily associated with similar physical processes has its

(13)

roots in dimensional analysis. Dimensional analysis, in turn, furnishes

a very primitive and general approach to problems of finding empirical relations
among physical variables. The gathering of data suitable for detecting invariant
relations by dimensionalranalysis appears to be ideally suited to the evolution
of heuristics. That is, as more data are analyzed, the verbal description of
whatever invariance is found can be translated into a prescription of how to
choose controls to take advantage of the structure thus found. The generality

of the verbal statements and the conviction of the controller in their validity

depend upon the experience of the controller. 1In summary, it was concluded that
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a mathematical system was needed which could extract the maximum of generality
from empirical data, and could evolve and yield verbal statements of in-

variant structure which could serve as a basis for control selection.

Basic Assumptions of the Model

In a general form, decision-making by a human controller can be
regarded as a sequence of decisions in which each decision consists of selecting
one control from a set of possible controls. This approach usually yields
probabilistic decision models with the selection of various controls governed
by conditional probabilities. In practice, because of large numbers of possible
control sequences and complicated dependency relations, the required joint
probability distributions are often exceedingly difficult to determine.

The choice of individual controls is not the concern of this research.
Instead, we are concerned with the evolution of rules, called heuristics, used
by controllers to select controls. As a simple analogy, we do not ask what
move a particular player will make next in a chess game. Instead, we ask what
strategy, if any, has the player evolved? It is clear that if it is known that
the player's strategy is to gain control of the center of the board, then the
number of possible moves consistent with this strategy may be considerably
reduced. Different sequences of moves may be consistent with the same strategy,
and these may sometimes be regarded as equivalent, even though the individual
moves involved are quite different. This may yield an appreciable simplification
of probabilistic models of his sequence of moves.

The class of control problems considered in this report are assumed

to be associated with the control of physical variables which have dimensions
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of mass, length, time, and temperature. As a particular example, we have con-
sidered the task of generating minimum-fuel trajectories. The variables
associated with such altask may include position, velocity, acceleration,
orientation angles, thrust, ambient temperature, fuel consumption rate, etc.

Besides restricting attention to control problems involving physical
variables, we have also assumed that the human controller extracts his information
entirely from a set of meters which measure these physical variables. 1In
particular, it is assumed that one meter displays the '"cost" associated with
each decision interval. It is implicitly assumed that the remaining meters
measure variables whose values are relevant to the control problem. If this
assumption is not true, then the model described in this researcﬁ would be
expected to remain in a state of search and would predict that no heuristic
would be evolved by a human controller.

Because the model involves the evolution of heuristics by a human
controller, it is required that the control problems of interest be of sufficiently
long duration so that the human has time to search, to observe relationships
among his meter readings, and to "learn in an on-line, real-time environment.
This requirement further restricts the élass of control problems to which this

research is applicable.

Concept of Dimensional Analysis

The basic principles of dimensional analysis are given by Pankhurst(lz).

The primary reason for the assumption of meter readings of dimensional quantities
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is the fact that a primitive mathematical basis, derived from dimensional
analysis, may then be used to yield a set of possible heuristics. The Pi
Theorem is significantsin that it restricts the number of combinations of
the variables needed in a given control problem. In a typical case these
combinations constitute a new, and usually smaller, set of variables in which
each variable is dimensionless. For a dimensionless variable, any change of
scale for a unit of mass, length, time, or temperature will not alter its
magnitude.

We next state more explicitly the mathematical structure of di-
mensional analysis.

Let X:5 i=1,...,n, be a positiVe numerical magnitude for the
physical quantity Xi whén X, is expressed in terms of a set of reference units

J

j=1,...,m may be used where

U., j=1,...,m. By the process of changing units, a new set of units Uj',

Jo=u /., i =1l,...,m s 1
uy ugl s (3 ) ¢y

and Tj denotes a positive real number which is dimensionless. Under such a

change of units, x; is changed to xi' where

X, =Ty s T X, (i=1,...,n) . )

The real numbers, (ail""’aim)’ are called the dimensions of Xi' The associated
n X mmatrix, A = (aij), consisting of the rows, (ail""’aim)’ is called the
dimensional matrix for the set of physical quantities {Xi}. Whenever any row

of A consists entirely of zeros the corresponding physical quantity is said to

be dimensionless; that is, a., =0, j =1,...,m implies X, is dimensionless.
ij i
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Assume that a physical quantity X has a numericaly magnitude x

which is expressible as an equation x = f(x .,xn) which is valid under

10
an arbitrary change of units given by (1) so that x' = f(xi ,...,x;). From
(2) it follows that
a a a a a a
11 1m nl nm _ 1 m
f(Tl -oon xl,ooo,‘Tl uaoTn X ) = Tl ...Tm f(Xl,-oo,Xn)

where aj, j=1,...,m denote the dimensions of X. Functions which satisfy
such a relation identically for all postive tT's are said to be-dimensionally

homogeneous with respect to the m reference units, U,,...,U . In particular,
o b 1 m

if f(xl,...,xn) = 0 and if £(x) is dimensionally homogeneous, then the equation

a a a a
11 1m nl nm
f(-r1 cee T KiseeesTy e T x )

is an identity in Tj’ j=1,...,m.

(13)

The basic theorem of dimensional analysis is Buckingham's

(14)

The specific form of the Pi Theorem as proved by Brand is stated as follows:

Buckingham's Pi Theorem -~ Let physical quantities Xi’ i=1,...,n, have the

dimensional matrix of rank r = n - k:

P

=

Q s
where P is a non-singular r x r matrix. Let f(xl,...,xn) be dimensionally

homogeneous with respect to m reference units U .,Um. Then the equation

170

f(xl,...,xn) =0

Pi Theorem.
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is equivalent to

f(l,...,l,ﬂl,-..,ﬂk) =0
in which the first r arguments are 1, and
¢i1 ®in
=X v X (i=1,...,k)

are k = n - r independent and dimensionless quantities with the k x n matrix

of exponents given by

E= @7, L)

with lk denoting the k x k unit matrix.
Suppose that the Xi’ i=1,...,n, are physical quantities whose
numerical magnitudes x, are displayed on n meters. By the Pi Theorem any
dimensionally homogeneous functional relation among the magnitudes of these
physical quantities is equivalent to a functional relation among dimensionless
products and ratios of these magnitudes. We form these (n - r) dimensionless
variables, and associate a possible heuristic with the invariance of each of
them. With the additional possible invariance of each of the n meters, it
follows that at most (2n - r) invariants are associated with a given control
problem. These give rise to a set of (2n - r) possible heuristics. A list of

these heuristics can be made as soon as the dimensions of the quantities dis-

played on the meters are known.

Basic Assumptions for the Human Controller

It is clear that psychological differences, as well as differences

in experience and training may yield widely different behavior among human
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controllers. A controller of little experience may only discover that a
certain meter reading is constant whenever the cost meter reverses a downward
trend. A more experie;ced controller may discover that a certain combination
of meter readings is equal to a constant whenever the cost meter reverses a
downward trend. A still more experiences controller may discover a functional
relation that exists between two or more meter readings when the cost meter
reverses a downward trend.

The amount of training, the kind of training, the familiarity with
physical laws, etc., are clearly important in determining the complexity of the
invariants that may be detected by a human controller. A controller for which
the distinction between velocity and acceleration is not clear wiil probably
not detect complex invariants. On the other hand, a highly trained individual
who is familiar with coordinate systems, positions, velocities, accelerations,
inertia, drag, Newton's Laws, etc., may detect high levels of complexity.

For the purpose of computer simulation it is assumed that a human
controller will eventually note the invariance of any meter reading, or appropriate
combination of meter readings, that occurs when his objective functional is
optimized over individual decision intervals. The invariance, discovered as a
result of this suboptimization, will be expressed as a verbal heuristic.

In the simplest control problems, or with a remarkably appropriate
meter, the invariance of a single meter may be taken as the basis of a heuristic.
As a hypothetical example: '"In order to minimize costs, choose controls so
that meter three reads 10". In more complex cases, the invariance of ratios or
products of meter readings may be discovered and used. For example: 'In order

to minimize costs, choose the controls so that the ratio of the reading on
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on meter three to that on meter four is equal to 10." As noted above, it is con-
ceptually possible that even functional relations among dimensionless combi.-
nations of the meter réadings could be detected and used as a basis for
heuristics. However, in the present study it is assumed that the invariance

of the readings on single meters, or dimensionless combinations of meter
readings, provides a sufficiently '"rich” formulation for all but the most
experienced controllers.

We also note that no assumptions are made about the manner in which
the human arrives at his heuristics. It is merely postulated that he obtains
his heuristics by inductive generalization from empirical data. The purpose
of the computer simulation model is to predict the human controller's heuristic.
It is not supposed that the human controller really processes his data in the
form indicated by the concepts of dimensional analysis. It is merely asserted
that such a model can yield heuristics. The main question is whether there is
agreement between the heuristics obtained from the model and those obtained from
a human controller.

One method of obtaining knowledge of a controller's strategy is to
ask him to verbalize it. His response may be quite misleading. Some controllers
may "invent" a strategy because the question suggests they are "'supposed" to
have one; some controllers may be deceptive; some controllers may lie; some
controllers may be unable to verbalize; some controllers may be inhibited from
admitting that they are "experimenting" with alternative strategies; some may
be reluctant to verbalize changes from one strategy to another; some may be

reluctant to verbalize "irrational" behavior; and some may be reluctant to
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verbalize ''rational' behavior. Because of these problems and others there is

a general reluctance among many psychologists to deal directly with verbal data.
Despite these well-known difficulties and a historical precedent against it,
this study focuses attention on verbal data.

The verbal statement of a heuristic is simply a grammatical statement
in which it is recommended that controls be slected so that an observed in-
variance among meter readings can be attained or maintained. Clearly, there
are many equivalent ways in which a heuristic can be verbalized. In this study
the computer simulation model is programmed to print out a particular verbal
form for each of the possible heuristics. There remains the unavoidably subjective
problem of deciding whether a controller's statements conform to the model's
predicted verbal heuristic. This énalysis is discussed in more detail in later
sections.

In complex cases, the invariants that exist in a given control task
may change during the course of the task. In accord with the basic assumption,
this would require the human controller to change heuristics. Moreover, in-
variants that are mutually consistent at one time may be inconsistent at a
later time. In this case the human controller may choose to maintain one
invariant relation at the expense of another, and thereby let one heuristic
dbminate at the expense of another. Alternatively, the human controller may
attempt to compromise and maintain several invariants approximately near their
desired levels. 1In this case he attempts the simultaneous use of competitive
heuristics. As difficulties develop, he may abandon previous hecuristics and
secarch for new ones, etc. 1In the present research several of these difficulties

are avoided by assigning priorities to the possible heuristics. If several
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heuristics are available, that heuristic having the highest priority is used.

As a guide to the assignment of priorities, it is assumed that the
human controller will first seek an individual meter that reads a constant value
whenever the cost meter reverses a downward trend. If no single meter is
found to read a constant value when the cost meter reverses a downward trend,
then the controller will examine certain combinations of meter readings for
invariance. In particular, ratios of distances, ratios of velocities and other

"physically meaningful" combinations of the meter readings will be examined.

Description of the Mathematical Model

Several complexities are introduced in the process of déveloping a
a mathematical model capable of generating the trajectories demanded o¢f human
controllers and capable of predicting the verbal heuristics that human controllers
will use. We have attempted to keep this model as simple as possible. Even so,
it was found necessary to introduce four control modes: (1) probing mode,
(2) gradient mode; (3) heuristic mode, and (4) terminal mode. Only the heuristic
mode is associated with the use of an invariant as a heuristic, the gradient mode
of control is used whenever a cost reducing control has been discovered, the
terminal mode of control is used when the final point of the trajectory is to
be obtained regardless of cost, and the probing mode of control is used whenever
the other three modes are not operational. In the proposed model, simple computer
logic for switching from one mode to another is employed. The proposed four-mode
control scheme was designed to generate data that could be subsequently analyzed

for invariant relations.
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In descriptive terms the mathematical model performs as follows.
Suppose a particular control has just yielded a decreasing cost increment as
associated with the cufrent decision interval. Under the gradient mecde this
control choice will be made repeatedly until the cost increment increases.
When the increase occurs, a quadratic interpolation is used over the three
most recent cost increments in order to estimate the time at which the minimum
actually occurred. Every meter reading is then linearly interpolated to obtain
estimated meter readings, at the time the minimum occurred. These meter readings,
and the appropriate dimensionless combinations of them, are stored as the first
row of the matrix. After several minima have occurred, the computer program
examines each column of the matrix to determine whether any meter, or combi-
nation of meters, is approximately constant. For each invariant thus found,

a heuristic is identified. The mathematical model then enters the heuristic

mode of control, and that heuristic is used having the highest pre-assigned priority

as a basis for selecting controls. If no invariants are found, the program
typically reverts to the probing mode.

A simplified flow chart of the computer simulation of the model is
given in the the next section. A complete listing of the program instructions

is given in Appendix A.

MATHEMATICAL STRUCTURE OF CONTROL PROBLEMS

In the following sections the mathematical structure of Mark I and
Mark II models is discussed. First-order control problems are used in the
Mark I model, and second-order control problems are studied in the Mark II

model. The criterion of control is to minimize the '"fuel' consumption required
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to move the system from an initial state to a prespecified terminal state.

The choice of control is limited within a predetermined set.

Transformation of Equations in Mark I Model

The first-order control problems studied in this research consist of

changing an initial velocity Vo to a final velocity v_ over N discrete time-

f

intervals so that the total "fuel" consumption (cost) is minimized. At each

time interval a control Y1 is selected from the set {-2, -1, 0, 1, 2} and

in

applied to the previous velocity Vi to yield a new current velocity Vi1

accordance with the recursive relation

v = ayv

k,'l‘l k=0,...,N-l 3

kTP Yy o

where a and b are given constants. The performance criterion which describes

the "fuel' consumption is given by

2

C=A }1(Vk - V)2 + B(vN - v,) R

f
where A, B, and the reference velocity V are given constants.
An examination of the objective functional shows that the cost incre-

A . 2 .
ments associated with each decision are given by A(v, - V)~. These cost incre-

k
ments may be minimized by bringing the system velocity v, as close as possible
to the reference velocity V. With N sufficiently large, a suboptimizing pro-

cedure of the following form is obtained: Choose controls so that the cost

increments are minimized as soon as possible and maintain the cost increments
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at their minimum levels as long as possible before attempting to achieve the
desired final velocity.

The existence of the reference velocity is not known to the subjects,
and is not used in the computer simulation logic. For the subjects it is assumed
that they will discover the existence of the reference velocity and choose their
controls in approximate accord with the above suboptimization procedure. The
computer simulation logic is structured so that under a gradient mode of control
and a heuristic mode of control the cost incréments are minimized. The probing
mode of control and the terminal mode of control do not minimize cost increments
and do not strictly conform to the above suboptimizing procedure. The structure
of the computer logic is discussed in more detail later.

In the Mark I model it is assumed that the following information is

displayed on six meters:

Meter Number Variable Displayed
1 current control choice, y
2 number of decisions remsining, d
3 current velocity, v
4 difference betﬁeen desired final

velocity and current velocity, Av

5 fuel consumption (cost) incurred
during current decision interval,
AC

6 current cumulative fuel consumption

(cumulative cost), C
The last five variables are updated after each control choice in accordance

with the following equations:
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c
Av = Vf - vc
_ 2
ACC = k(vC V)
CC = CP + ACC Iy

where the subscripts p, ¢, and f denote previous, current, and final values,
respectively, and V denotes the reference velocity.

Derivation of possible heuristics is explained as follows. 1In a
mass-length-time-temperature (MLTO) system of units, the control variable is
assumed to have dimensions of 1enéth, (0,1,0,0); the number of decisions re-
maining has diménsions of time, (0,0,1,0); the current velocity and velocity
difference have units (0,1,-1,0); and the '"fuel' consumption is measured in
pounds and has units of (1,1,-2,0). Thus, the dimensional matrix associated

with these meters is given by:

o ‘ =




Using the notation described in the preceding section, we form the following
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rearranged, nonsingular, submatrix of A:

and a residual matrix Q:

L T

[
o =3

Using these matrices we find that

and

and rearranging the columns to correspond to a natural ordering of meters we

have

1!

(-Q P

b

511 -2
1 1 0
Lot 0 oo
1 -1 1
2 4
-1 -1
I)=|0 -1
0 0

M
0
0
1 >

M
0

0

1 .
6 1
0 1
0 0
-1 0
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0
L -
Thus, there are n - r = 6 - 3 = 3 combinations of meters which give dimensionless

combinations of the meter readings. From the E-matrix it is seen that these

combinations are given by

m, = ml-/(m2 ma) = y/(dav)

I
3
~
2

il

v/ pv

5/mg AC/C )

!
O
It
=]
~
3
il

where mj denotes the magnitude of the variable which appears on meter j,
j=1,...,6. The nine measures, associated with meters one through six and the
three combinations of meter readings, constitute the basic numerical measures
used in the Mark I model. The invariance of any one of these measures yields

a possible heuristic.

Table la shows a list of the nine possible heuristics for the Mark I con-
trol problems. Statements one through six correspond to the invariance of meters
one through six respectively. Statements seven, eight, and nine correspond to the
invariance of the dimensionless parameters, s ﬂ8, and ﬂg, respectively.

The derivations given above show that these statements depend only on the
meters available to the controller, and on the dimensions associated with the

variables measured by the meters. The table also shows the pre-asigned

priorities assigned to these possible heuristics.



TABLE la. LIST OF POSSIBLE HEURISTICS FOR MARK I CONTROL PROBLEMS
Number Priority Statement
1. 3 To minimize fuel consumption, choose a certain

control repeatedly.

2. 9 To minimize fuel consumption, choose controls so
that the number of decisions remaining is held
equal to a certain constant.

3. 1 To minimize fuel consumption, choose controls so
that a certain velocity is maintained.

4. 2 To minimize fuel consumption, choose controls so
that the difference between the current velocity
and the final velocity is held equal to a certain
constant.

5. 7 To minimize fuel consumption, choose controls so
that the fuel consumption associated with each
decision interval is minimized.

6. 8 To minimize fuel consumption, choose controls so
that the cumulated fuel cost is held equal to a
certain constant.

7. 5 To minimize fuel consumption, choose controls so
that the control value divided by the product of
the number of decisions remaining and the differ-
ence between the current velocity and final ve-
locity is held equal to a certain constant.

8. 4 To minimize fuel consumption, choose controls so
that the current velocity divided by the differ-
ence between the current velocity and final ve-
locity is held equal to a certain constant.

9. 6 To minimize fuel consumption, choose controls so
that the fuel consumption associated with each
decision interval divided by the cumulated fuel
consumption is held equal to a certain constant.
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Transformation Equations in Mark II Model

The second-order control problems studied in this research consist
of changing an initial position U, to a final position u over N discrete time
intervals so that the total fuel consumption (cost) is minimized. The dynamic
structure is obtained from ml + ci = Ky by replacing 4 and i by (uk - uk-l)/T

2
and (uk -2 Y/T°, respectively, where T denotes the time interval

U1 T Yoo

between control selections. With T set equal to 1, this replacement yields

v = by =uo-u g = (bu, _ + 7 yk)/(l +E)

where £ = (c¢/m) and T = K/m, and k = 1,...,N. Three different values of §
were used. These values were 0.4140, 0.0908, and 0.0444 so that the time
constants, T = 1/&, are given by 2.4, 11.0, and 22.5, respectively. These
small, medium, and large values of the time constant yield system responses to
the operator's control values that are fast, medium, and slow, respectively.
These responses correspond to the relative importance of the drag and inertia
terms. The values of T were set equal to 1.0 for all of the Mark II control
problems.

As in the case of the Mark I control problems, the control selections
are made from the set {-2, -1, 0, 1, 2}. At each time interval a control Yierl

is selected and the resulting velocity is obtained from the expression:

Vg = Bu F Ty /A D

The new position u is then computed as follows:

k+1

W = + Vi k = 0,1,...,N-1 .




-29-

The "fuel" consumption is measured by

_ 2 2
C=A (vk V) +B(VN+vf) >

D~ =

k=1
where A, B, and the reference velocity V are given constants.

In exactly the same manner as the Mark I control problems, the
existence of the reference velocity is assumed to be unknown to the subject,

and is not used in the computer simulation logic.

In the Mark II model it is assumed that the following information

is displayed on 8 meters:

Meter Number Variable Displavyed
1 current control choice, y
2 number of decisions remaining, d
3 current position, u
4 difference between final position

and current position, Au

5 fuel consumption (cost) incurred
during current decision interval, AC

6 current cumulative fuel consumption
(cumulative cost), C

7 current velocity, v

8 current acceleration, w .

Variables two through eight are updated after each control choice

in accordance with the following equations:




d =d -1
c P
ve = Gty )/ +E)
u =u +v
c P c
Au = uf - uC
K =K@ - V)
c Vc
C =C -+ AC
c c
w =V -V .
d c P

where the subscripts p, ¢, and f denote preceding, current, and final values,
resﬁectively‘

The possible heuristics are derived as follows. An assignment of
dimensions analogous to that used for Mark I yields the following dimensional

matrix for the eight meters of the Mark Il problems:

A rearranged, nonsingular, submatrix of A is given by



L T M
11 o o
311 o0 o

|t=
]
(@]
1
i
o
—
o
o
1
i
(@)

0O 0 0 0 1 -1 (O

0 1 0 0 O 0 -1 1
L _

Because there are five rows of the E-matrix there are five combinations of meter
readings which are dimensionless. From the rows of the E-matrix these combi-

nations are seen to be given by
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rg = ml/(m2 m7) = y/(dv)
Mo = Mg/ (my my) = u/(av)
mpq = my/(my w) = ru/ (dv)
g = Mg/mg = AC/C

LT (m2 m8)/m7 = dw/v .

These five combinations represent 3 distance ratios (ng,nlo,nll), a cost ratio
(AC/C), and a velocity ratio (dw/v). The measures obtained from the eight meter
readings and the five dimensionless combinations of meter readings constitute the
basic numerical measures used in the Mark II model. The invariance of any of

these measures gives rise to a possible heuristic.

Table 1b shows a list of 13 possible heuristics for the Mark IT
control problem. The first eight statements correspond to the invariance of
the individual meter readings; the last five statements correspond to the invariance
of the above dimensionless combinations. The table also shows the assigned

priorities associated with those possible heuristics.

FLOW CHARTS AND PROGRAMMING PROCEDURES

In the following sections the computer simulation program is dis-
cussed in a simplified form. A complete listing of the FORTRAN instructions
is given in Appendix A for the Mark I and Mark II models. 1In addition, as a
typical example, the simulation output for subtrajectory ten is discussed in
some detail. This includes an account of the control mode used at the time of

each control selection, the switching logic for changing from one mode to another,
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LIST OF POSSIBLE HEURISTICS FOR MARK IT CONTROL PROBLEMS

Number

Priority

Statement

1.

10.

5

10

To minimize fuel consumption, choose a certain
control repeatedly.

To minimize fuel consumption, choose controls so
that the number of decisions remaining is held
equal to a certain constant.

To minimize fuel consumption, choose controls so
that the current position is held equal to a
certain constant.

To minimize fuel consumption, choose controls so
that the difference between the current position
and the desired final position is held equal to a
constant.

To minimize fuel consumption, choose controls so
that the fuel consumption associated with each
decision interval is minimized.

To minimize fuel consumption, choose controls so
that the current cumulated fuel cost is held
equal to a certain constant.

To minimize fuel consumption, choose controls so
that a certain velocity is maintained.

To minimize fuel consumption, choose controls so
that a certain acceleration is maintained.

To minimize fuel consumption, choose controls so
that the control value divided by the product of
the number of decisions remaining and the current
velocity is held equal to a certain constant.

To minimize fuel consumption, choose controls so
that the current position divided by the product
of the number of decisions remaining and the
current velocity is held equal to a certain
constant.
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TABLE 1b. (Continued)

Number

Priority

Statement

11.

12.

13.

11

12

13

To minimize fuel consumption, choose controls so
that the distance-to-go divided by the product of
the number of decisions remaining and the current
velocity is held equal to a certain constant.

To minimize fuel consumption, choose controls so
that the fuel consumption associated with each
decision interval divided by the cumulated fuel
consumption is held equal to a certain constant.

To minimize fuel consumption, choose controls so
that the product of the current acceleration and
the number of decisions remaining divided by the
current velocity is held equal to a certain
constant.
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the interpolation routine, etc. Because of the extensive space required, this
type of analysis is not given for the remaining subtrajectories. ¥For the sub-
trajectories, only the predicted heuristics and the total fuel consumption are

reported and used in subsequent analyses,

Simplified Flow Chart

Figure 1 shows a simplified flow chart for the Mark I and Mark II
models. The four modes of control appear in block A. The labels, Al’ A2(a)’
A2(b)’ and A2(c) are used in the flow chart to refer to the probing mode,
terminal mode, heuristic mode, and gradient mode, respectively. The control
value selected at each decision time is chosen in accord with one of these four
control modes. After the parameters and initial conditions are set, the flow
chart indicates the general procedure given below.

An initial control value of Ve is selected in accordance with the
probing mode of control. As discussed in a later section, this initial value
is always chosen to be equal to 0. The resulting updated values of the meter
readings are then computed according td the equations shown in Figure 1 for the
Mark I and Mark II models. Next, the flow chart shows that increments in the
meter readings resulting from this control value are computed. These values
are stored in the computer memory for later use. An extrapolation routine is
then used to determine whether the final conditions of the problem can be met
within the time available for the control problem. This extrapolation is not
made, however, until every control has been used at least once in accord with
the probing mode of control which is used in the initial stages of the control
process. The feasibility of this procedure is assured under the assumption

that the control problems are of long duration.
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After the extrapolations are made, the computer logic then determines
whether the terminal mode of control should begin. This test is described in
more detail below. If terminal control is required by the test, then the next
contol value is selected in accord with the terminal control instructions
contained in Az(a)' If terminal control is not required, then the computer is
instructed to test whether the cost increments have shown a minimum. This is
carried out by examining the three most recent values of the cost increment.

If no minimum is indicated, and the current cost increment ACC is smaller than the
previous cost increment ACP, then the next control value is selected in accord
with the instructions for gradient control contained in AZ(C)' If no minimum

is indicated, and ACC is not less than ACP, then the next control wvaluce is
selected in accord with the probing mode of control according to instructions
contained in Al' If a minimum is indicated and this minimum is zero, then a
special version of the gradient control mode is used for this case. 1If a non-
zero minimum occurs, then a simple quadratic interpolation routine is used to
determine an estimated time at which the minimum occurred. The meter readings,
other than the cost meter, are then interpolated linearly to obtain estimated
values of these readings that existed when the cost increment was minimal. These
interpolated values for each meter reading and dimensionless combination of meter
readings are stored as a row in a matrix. When the number of rows in the matrix
exceeds a threshold number, the numerical entries in the columns are examined
for invariance. The test for invariance is made by computing the coefficient

of variation sz/i for each column of the matrix. If the coefficient of variation
is less than, or equal to, a threshold p, then the next control value is selected
in accord with the heuristic wmodc of control given in A2(b); otherwise, the

probing mode of control given by Al is used.
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" This discussion of the structure of the flow chart of Figure 1 omits
refinements which are exhibited in the complete computer program given in
Appendix A. Although these refinements are necessary for the computer logic,
the essential structure is that given in Figure 1. It is seen that the central
theme of the computer program consists of obtaining a procedure which will
generate a trajectory and, at the same time, will search for invariants, and
use the invariants thereby found, if any, as a basis for the selection of controls.
In the Mark I model, the velocity is generally extrapolated before
each control value is selected. The extrapolation is linear and is given by

the following expression:
V@) = v, + v (ld -

In this expression V(y) denotes the extrapolated velocity obtained when the
control value y is used for the number of decision intervals dC remaining in
the control problem. The factor Avc(y) is stored in the computer memory and
denotes the change in the velocity that was obtained the last time the control
value y was selected. These linear extrapolations are computed for each of the
possible control choices to obtain V(-2), Y(~1), v(0), v(1), and v(2).

In the Mark II model, the position variable is extrapolated. By
means of the recursive relations given earlier (pages 28-32), the following
extrapolation formula may be derived:

d
8(y) = {u +d (y/D}+ A/HI - A +5) C)][vC - (/1.
This exact extrapolation formula was used instcad of an approximate

linear extrapolation because of the expected difficulty of the Mark II control
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problems. For large values of the time constant it would be expected that

the desired final position would be difficult to attain with the use of approxi-

mate extrapolation procedures. The next sections consist of a more detailed
discussion of the algorithms for the four modes of control, and other computer

rogramnin rocedures.
o

Alporithm for Probing Control

The algorithm for probing control serves as a basis for trial-and-
error searching. This type of control is used at the beginning of each sub-
trajectory, and is used within a subtrajectory whenever none of the three
remaining control algorithms is in use. In the probing control algorithm

successive control values are selected from the sequence:

0, 0; 1, -1, 2, -2 1, -1, 2, -2; . . .

At the beginning of the first subproblem this sequence is used until.every
possible control choice has been used. This procedure yields the control
values 0, 0; 1, -1, 2, -2 for the first six selections without regard to fuel
consumption. This procuedure is used in order that some data are obtained on

each available control before a switch to another type of control is permitted.

Algorithm for Terminal Control

For the terminal mode in the Mark I model, the control value Ye is

chosen to satisfy the following criteria:
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9G) - v = Min (3() - vf| V) v ), if v sy, s

or

i

Ve - v(yc) Min {vf - v(y) Ve zv(y)} , if v, > v

f 3

where Q(y) is the linearly extrapolated value of velocity which would be ex-
pected if y were used for the remainder of the control problem. In equivalent
terms, that control is selected which will yield the final velocity early in
time but early by the smallest amount. If there are no values of y which yield
the final velocity withinbthe desired time, then Y. satisfies the following

criteria:

V(y) - vg = Min {vp - v ‘G(y) <vel, if v sve

or

0(y) - Ve = Min {F(y) - 2 lV(y) > vf} s if v > Ve oo

For the terminal mode in the Mark II model, the control value Yo
satisfies the same criteria as for Mark I except that positions replace velocities.
That is, V(y), G(yc), A and v, are replaced by uU(y), ﬁ(yc), us and Ugs
respectively,

As described above, it is necessary to determine whether or not the
terminal mode ‘of control should begin at each decision time of the control process.
The test for initiating terminal control is performed as follows. An extrapola-
tion is made to determine how many of the controls, if used repeatedly for the

remainder of the control process, would attain the final conditions beforc the

expiration of the remaining time. Let T denote the number of such controls.
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Then terminal control is not initiated as long as T exceeds a threshold value,
*., If T < T%, terminal control begins and the simulation models remain in
this mode of control as long as T continues to be less than, or equal to, T¥.
However, at a subsequent decision time, if it is found that T again exceeds T%
then the process returns to its former mode of control (heuristic or probing).
Thus, the terminal mode of control can be initiated and terminated several times
during the generationof a trajectory. An exception to the above procedure occurs
when the number of remaining decisions are less than, or equal to, a threshold
value F. Then terminal control must be initiated, if not already initiated,
and terminal control cannot again be terminated before the end of the trajectory.
The choice of a value for T%* is pértly determined by the number of
controls available. In the Mark I and Mark II models only five control choices
are available, and a value of 1 was taken to be a reasonable choice of T#.
Thus, in the simulation models, if two or more controls yield extrapolated
values reaching the desired levels within the remaining time, then the terminal
mode of control does not begin. If the number of controls that yield acceptable
extrapolations is less than, or equal to 1, then the terminal mode is initiated.
The choice of a value for F is rather arbitrary. For sufficiently large values
of F it can be insured that when terminal control is once initiated, it cannot
be suspended at a later time in the trajectory. For smaller values of F, the
suspension of terminal control may occur repcatedly. The value of F may be
sclected to yield the desired type of performance. For the Mark I and Mark II
models the values of F were taken to be 3 and 6, respectively. These choices
were made to allow some suspension of terminal control. Because of the increased
difficulty of the Mark II problems, it seemad desirable to use a larger value of

F for Mark II than that used for Mark I.
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Algorithm for Heuristic Control

Suppose thatya single meter, or combination of meters, is found to be
a constant, z%*, when the incremental fuel costs are minimal. If the current
value of this meter, or combination of meters is z, then two cases arise de-
pending on whether z = z% or z # z*. Suppose that the current value of z is
equal to z*, Then the control value is selected so that z changes as 1it£le as
possible. To determine which control value to use, the computer program examines
each stored increment in the z-value, Az(y), obtained the last time the control
value y was used. The control is then determined as the value Yo for which

be(y,) = Min {|az(y) |} -
{y}

If z < z%, and Az(y) > O for a given y, then such a choice of y would be expected
to increase the value of z and may make z more nearly equal to z*. That is, if

y produced a positive increment in z the last time it was used, it would be
expected to do so again. In the simulation models, all control values, y, for
which A (y) > 0, are examined and that control which maximizes pz(y) is chosen;
that is

p(y ) = Max {pz(y) |2z(y) > 0} .
{y} .

Similarly, if z > z%, then Yo is chosen so that

hz(y ) = ?a§ {-0z(y) | az(y) <0} .
y

It should be noted that this selection procedure is quite crude,
any may yield overshoots, undershoots, and oscillations, particularly when z is

nearly equal to z*. To alleviate this difficulty, it is not required that z be
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be exactly equal to z* in order to claim that the desired invariant relation

is satisfied. 1Instead, z is regarded as equal to z¥* in case

Iz - z*l < e

where ¢ is a pavameter of the models and may be set arbitrarily.

Algorithm for Gradient Control

In both simulation models, if the fuel cost associated with current
decision interval is smaller than that of the preceding interval, then the
last control choice is selected again. That is, as long as the incremental
costs are decreasing, the same control choice is made. Because the fuel con-
sumption is represented by a quadratic functional, the gradient mode of control
can be expressed as follows. Choose yC = yp whenever 0 < A CC < A Cp.

It may be noted that this type of control is not expected to yield
optimal trajectories. It is incorporated into the simulation model in order

to aid in the location of minima.

Interpolation Procedure

An interpolation procedure for the Mark I and Mark IL models is used
to obtain estimates of the meter readings which occurred whenever the process
passed through a point having a minimum incremental fuel cost, AC. The inter-
polation involves fitting a parabola to three recent consecutive values of AC
when the same control was used for the last two intervals. These three values

constitute the current(ACC), previous (ACP), and pre-previous (ACPP), values
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of the incremental fuel cost. The following sketch shows a normalized repre-

sentation of such a minimum AC
PP

ACC
0C

-1 0 [l

The intervals, (-1,0) and (0,1), represent the previous and current decision
intervals, respectively. The lengths of these intervals are constant and equal
to the time between decisions.
To fit a parabola to these points, we use the form
2
Y =ax + bx + ¢
and evaluate this form at the three points: (-1,ACPP), (O,ACP) and (1,ACC).

This yields three simultaneous linear equations in the three unknowns, a, b,

and c:
a-b+c=AC
PP
c = NC
P
+b+c= .
a b c ACC

The solution to these equations is given by

o)
It

C__ - 2MC 4+ aC)/2
(o pp i, I c)

o
It

(ACC - ACPP)/Z

c = AC
. p
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Differentiation shows that the minimum occurs at

o = -b/(2a)

3

and substitution of the preceding values of a and b yields

= (AC__ - AC )/2(pC. - 2AC + AC
o (APP C)/(APP Ap )

provided

C =-2AC + A #£0 -
App Ap c

Because the same control value has been used in these two decision intervals,
it follows from the gradient mode of control that ACP < ACPP; otherwise, the
control value would have been changed. Moreover, it follows that ACP < ACC
because the use of the same control was continued until the current cost increment
exceeded, or equalled the previous cost increment. The addition of these two
inequalities yields ZACp < Acpp + ACC, so that the denominator of the expression
for ¢ is positive, and hence, non-zero.

It is seen that the value of ¢ is positive or negative depending
on whether ACpp > CC or ACPP < ACC. That is, ¢ is positive or negative depending
on whether the minimum lies in the interval (0,1) or (~1,0). Moreover, the
value of o indicates the "normalized time" at which the minimum occurred. For
example, if ¢ = 1/3, then the minimum occwred at the time of the previous
decision plus 1/3 of the time interval betwecen successive decisions.

With the above value of ¢, the meter readings, other than AC, are
interpolated linearly to obtain estimates of the meter readings which occurred
at the time when the incremental fuel costs were minimal. This gives the following

formulas for the linearly interpolated meter readings:
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A
o

z + oz -z if
P ( b pp) » o

A
o

z +toalz ~z) , 1f o
P c P

In these expressions z denotes a single meter reading or a dimensionless
combination of meter readings. As each minimum occurs, the associated set
of interpolated z-valucs are stored as a row of a matrix.

Finally, it should be noted that the above interpolation procedure
is considerably modified in the event that the current incremental fuel cost
is found to be equal to zero. 1In such a case, the meter readings at that time
are simply scored as though they were obtained by the interpolation algorithm.
It is convenient to count this procedure as an interpolation so that the
number of interpolations is equal to the number of minima encountered during
a control problem. As discussed in the next section, the examination for in-
variance begins when the number of interpolations has exceeded a threshold

number,

Test for Invariance

As noted above,the interpolated values of the meter readings and
dimensionless combinations of the meter readings are stored. For the Mark I
model these stored values are not analyzed for invariance for the first time
until seven interpolations have been carried out. In the Mark II model this number
is reduced to 1. These threshold numbers are parameters of the simulation .
models and in the computer program are referred to as the 'current memory limit'',
and are symbolized by CMLIM. In the Mark I model the value 7 was used as an

estimated upper bound for the number of meter readings that a humon controller
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might remember. The lower bound is clearly 1 since at least one minimum must
be encountered before the meter readings can be associated with the occurrence
of minimum fuel costs.' As described below, the value of CMLIM can be reduced
during a sequence of problems if invariant properties are found to exist.

The invariance sought among the stored meter readings is of the
simplest type. It is asked whether any of the meters shows a constant value
when the incremental fuel cost is a minimum. If not, it is next determined
whether any of the dimensionless combinations of meter readings is constant
when the incremental fuel costis a minimum. If no such invariance is found,
the simulation models return to the probing mode of control. If an invariance
is found, then the simulation models select controls in accord with the heuristic
control algorithm.

The stored meter values associated with the first occurrence of a
minimum are represented by the values in the firsc¢ row of a matrix. The corres-
ponding meter values associated with the occurrance of the second minimum are
stored in the second row, etc. The test for invariance then consists of an
examination of the numerical values in the columns of the matrix of stored values.
Because these stored numbers are estimated by the interpolation algorithm, it is
not expected that strict constancy would be found using this approach, even if
suéh constancy were theoretically correct. To permit some degree of variability

we assume that if the standard deviation

m

- O = \2,1/2
s, = 1/ ~1)) (}J (25 = 290

) , j=1l,...,m
J i=1

. 3 .th
is sufficiently small, then the readings zj, on the j meter are constant over
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the m minima encountered. To further normalize over the meters it is con-
venient to use the coefficient of variation given by
5. =5 [z, .
< J

Z
J J

The tests for invariance are carried out by assigning a threshold
value, p, to the coefficient of variation.‘ If §, < p, then the jth meter, or
combination of meters, is assumed to be constant with a value equal to éj when
the incremental fuel costs are minimal.

Suppose that a particular meter, or combination of meters, shows an
invariance for two successive control problems. If, in additiou,vthe successive
mean values are nearly equal, then the invariance is said to be "strong'; if the
meter readings have small coefficients of variation, but different mean values
for the two problems, then the invariance is said to be 'weak". In other
words, strong invariance occurs when the relevant meter readings are constant
within and between successive trajectories; weak invariance occurs when the
relevant meter readings are constant within, but not between, successive tra-
jectories. 1In either case the existence of invariance assures that the heuristic
mode of control will be used. If the use of fhe heuristic mode of control does
not result in increasing incremental fuel costs, then the heuristic mode is
successful. The computer logic is structured so that successful heuristic con-
trol yields a reduction in the number of interpolations required in the next
problem before a transition is permitted from probing control to heuristic control.
In the simulation models, if the invariance found in two successive trajectories

is strong, then the current memory limit for the next problem is given by

Max{CMLIM -2, 1} -
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Thus, a strong invariance reduces the memory limit by 2, but never below 1.
Similarly, if the invariance is found to be weak, then the memory limit for the

next subtrajectory is given by
Max {CMLIM -1, 1}

If no invariance is found, no change is made in the memory limit. This change
in the memory limit is the only "adaptive" characteristic of the logic used in

the Mark I and Mark II models.

Definitions of Input Parameters

Table 2 shows a detailed listing of the preset parameters for the
control problems. As shown by the flow chart of Figure l,these parameters must
be set at the beginning of the computations. The symbols which appear in column
3 correspond to those used in the computer instructions. The numerical values
of these symbols completely define the 23 Mark I problems and the 12 Mark TI
problems simulated by the computer.

The table shows that the number of meters M is equal to 23 and 12.

The memory limit CMLIM is 7 and 1 for the two models. The value of F is repre-
sented by FINTERM and is seen to be equal to 3 and 6 as discussed in the section
concerned with the test for initiating terminal control. The value of T is equal
to 1 for both models and is denoted by TCRT in Table 2. The dimensional analysis
procedure requires thé rank of the dimensional matrix, the order of the P-matrix,
and the number of rows and columns of the Q—matrix. These are given by R,

IPSIZE, IQSIZE, and JQSIZE in the table.
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TABLE 2 . INPUT PARAMETERS

Numerical Value

Number Parameter Definition Symbol Mark I Mark II
1 Number of Meters M 6 8
2 Number of Subtrajectories PMAX 23 12
3 Initial Number of Interpolations

Required to Begin Analysis CMLIM 7 1
4 Number of Decisions Remaining when
Terminal Control Must Begin FINTERM 3 6
5 Threshold Number of Controls TCRT 1 1
6 Rank of Dimensional Matrix R 3 3
7 Order of P-Matrix IPSIZE 3 3
8 Number of Rows of Q-Matrix IQSIZE 3 5
9 Number of Columns of Q-Matrix JQSIZE 3 3
10 Initial Value of Variable to be
Controlled:
Subtrajectory 1 GOAL (1) 470. 1100.
" 2 "(2) 590. 1148.
" 3 "(3) 470. 1100.
" 4 "4 580. 1260.
" 5 "(5) 480. 960.
" 6 "(6) 570. 260.
" 7 () 490. 560.
" 8 " (8) 560. 640.
" 9 "9 710. } 66G0.
" 10 " (10) 630. 460.
" 11 "o(11) 830. 320.
" 12 " (12) 610. 410.
" 13 "o(13) 650. --
" 14 "o(14) 630. --
" 15 " (15) 670. --
" 16 " o(16) 650. --
" 17 "7 670. --
" 18 " (18) 670. --
" 19 " (19) 610. --
" 20 T (20) 650. --
o 21 "o21) 670. --
M 22 " (22) 620. --
" 23 " (23) 650. --
11 Final Value of Variables to be
Controlled:
Subtrajectory 12 " (13) -- 825.

" 23 "o(24) 570. -
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TABLE 2 . (Continued)

Numerical Value

Number Parameter Definition Symbol Mark I Mark II
12 Number of Decisions
Subtrajectory 1 DEC (1) 38 20
" 2 " (2) 34 20
" 3 " (3) 30 20
" 4 " (4) 26 20
" 5 " (5) 22 20
" 6 " 6) 18 20
" 7 " ) 14 20
" 8 " (8) 18 20
" 9 " (9) 17 20
" 10 " (10) 16 20
" 11 (1) 16 20
" 12 "(12) 16 20
" 13 "(13) 15 --
" 14 o(14) 14 --
" 15 " (15) 13 -~
" 16 "o(1e) 12 -~
" 17 "(17) 11 --
" 18 "(18) 10 --
" 19 1] (19) 9 -
" 20 " (20) 9 —
" 21 117 (21) 9 -
" 22 "(22) 8 -
" 23 (23) 8 -
13 Parameters of Transformation Laws:
P=1,2, ...,23 LCA(R) 1.0 --
P=1,2, ..., 23 LCB(P) 10.0 --
P=1,2,8, 11 CSI(P) - 0.4140
P=3,4,7, 10 CSI(P) -- 0.0908
P =5 6,9, 12 CSI(R) - 0.0444
P-1,2, ..., 12 ETA(P) - 1.0
14 Cost Increment Factor
Subtrajectory 1 V(1) 1.0 1.0
" 2 V{(2) 1.0 1.0
" 3 V(3) 0.1 1.0
" 4 V4) 5.0 1.0
" 5 v(5) 1.0 1.0
" 6 V(6) 0.5 1.0
" 7 vV(7) 1.0 1.0
" 8 V(8) 1.0 1.0
" 9 V(9) 0.1 1.0
" 10 V(10) 0.5 1.0
h 11 v(1ll) 1.0 1.0
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TABLE 2 . (Continued)
Numerical Value
Number Parameter Definition Symbol Mark I Mark II
Cost Increment Factor (Continued)
Subtrajectory 12 v(1l2) 0.5 1.0
" 13 V(13) 1.0 --
" 14 V(14) 5.0 --
" 15 V(15) 0.3 --
" 16 V(16) 2.0 --
" 17 V(17) 1.2 --
" 18 v(18) 2.0 --
" 19 v(19) 0.2 --
" 20 V(20) 4.0 --
" 21 vV(21) 2.0 --
" 22 v(22) 0.6 --
" 23 v{23) 3.0 --
15 Miss-distance Cost Factor
P=1,2, ..., PMAX w®) 100 100
16 Reference Levels for Variables to
be Controlled:
Subtrajectory 1 A(D) 570.0 2.4
" 2 A(2) 500.0 2.4
" 3 A(3) 550.0 8.0
" 4 A(4) 520.0 -15.0
" 5 A(5) 500.0 -35.0
1" 6 A(6) 558.0 15.0
" 7 A(T) 513.0 4.0
" 8 A(8) 740.0 -2.0
" 9 A(9) 580.0 -10.0
" 10 A(10) 730.0 -7.0
i 11 A(1ll) 780.0 3.5
" 12 A(12) 730.0 25.0
" 13 A(13) 540.0 --
" 14 A(1L) 610.0 --
" 15 A(15) 690.0 --
" 16 A(16) 700.0 --
" 17 A(17) 630.0 --
" 18 A(18) 680.0 --
" 19 A(19) 600.0 --
" 20 A(20) 620.0 --
" 21 A(21) 685.0 --
" 22 A(22) 588.0 --
" 23 A(23) 650.0 -
17 Parameter Determining the Number
of Controls, P = 1, 2, ., P MAX c) 2 2
18 Threshold Coefficient of Variation,
P =1, 2, ., P MAX PSTAR 0.010 0.025
19 Lower Cost-Trece Errvor Limit for
Endpoint of Subtrajectory,
P =1, 2, ., P MAX LOWL (D) 0.00 5.0
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TABLE 2 . (Continued)

Numerical Value

Number Parameter Definition Symbol Mark 1 Mark II
20 Upper Cost-Free Error Limit for
Endpoint of Subtrajectory,
P=1, 2, ..., P MAX UPL(P) 0.00 - 5.0
21 Initial Velocity
Subtrajectory 1 VEL(1) -- 0.0
T 2 "(2) - 0.0
1" 3 n (3) - 5.0
" 4 "o(4) - -10.0
" 5 " (5) - ~40.0
n 6 fn (6) - 20.0
" 7 )] -- -4.0
" 8 " (8) -- 1.0°
1 9 " (9) - 0.0
" 10 "(10) - -1.0
1 11 "(11) - 2.0
" 12 "(12) - 20.0
22 Initial Acceleration,
P=1, ..., 12 ACCEL(P) -- 0.0
23 Cost-Free Error Allowed for

Invariants, P = 1, ..., P MAX EPI(P) 0.025 0.025
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The parameter to be controlled is velocity in the Mark I model and
position in the Mark II model. The initial values for the controlled variables
for each subtrajectory are given by GOAL(P), where P = 1,...,23 for Mark I and
P=1,...,12 for Mark IT. 1In general, the final value for a controlled variable
is equal to the initial value of the next subtrajectory. The number of decisions
for each subtrajectory is represented by DEC(P), with P = 1,...,23 for Mark I
and P = 1,...,12 for Mark IT. The table shows that the number of decisions
varies between 8 and 38 for Mark I and is equal to 20 for every subtrajectory
of Mark If.

The values of a and b of the Mark I transformation law, = av

Vit kY
are denoted by LCA(P) and LCB(P), respectively, for P = 1,...,23. Table 2 shows

that these values are equal to l.Onand 10.0 for all Mark I problems. The values

of the three reciprocal time constants { are given by CSI(P). The table shows

that CSI(p) = 0.4140 for P = 1,2,8,11; CSI(p) = 0.0908 for P = 3,4,7,10; and

CSI(P) = 0.0444 for P = 5,6,9, and 12. The value of 7 is rcpresented by ETA(P)

and is seen to be equal to 1.0 for all 12 Mark IIL trajectories.

The values of A and B in the Mark I objective functional,

N
_ A\ 2 _
C—AZ.(Vk—V) + By = V)
k=1

2

are represented by V(P) and W(P), respectively. The table shows that the values

of V(P) vary between 0.1 and 5.0 and that W(P) = 100 for every Mark I subtrajectory.
For the Mark II subtréjectories V() = 1.0 and W(?) = 100 for P = 1,...,12. The
reference velocity level V of the objective functional given above is given by

A(P) for the 23 subtrajectories of the Mark I model and the 12 subtrajectories

of the Mark IT wodel.
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Table 2 shows a parameter C(P) that determines the number of control
values available for each problem. The computer logic was structured to permit

control values contained in the following set:
S{0, + 1, +2, ..., + C(P)}

The number of controls is then given by 2C(P) + 1. For the Mark I and Mark II

models, C(P) is equal to 2, so the 5 control values are contained in the set:
s{-2, -1, 0, 1, 2}

The threshold value p of the coefficient of variation used in the
tests for invariance is represented by PSTAR in Table 2. The value is seen to
be equal to 0.010 for the Mark I problem and is equal to 0.025 for the Mark II
problems.

In the Mark I problems, it is required that each terminal velocity
be exactly achieved. Otherwise the miss-distance penalty, B(VN - vf)z, is imposed
on the fuel cost. This is shown in Table 2 by the fact that lower and upper
limits, LOWL(®) and UPL(P), are equal to zero for every problem. For the Mark II
problems, however, these errors must exceed 5.0 before the miss-distance penalty
is imposed.

The Mark II problems require the specifications of initial velocities
and initial accelerations. These are given by VEL(P) and ACCEL(P) in Table 2.

The last entry in Table 2 shows that the ¢-error allowed in satisfying
an invariant relation is represented by EPI(P) and is equal to 0.025 for both

the Mark I and Mark II problems.
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An Example of Simulation Results

An example of the computer simulations is given below for control
problem number 10 of the Mark I set of problems.

Table 3 shows the information printed out at the beginning of each
Mark I control problem. The values shown in this list are obtained from thosec
given in Table 2.

Table 4 shows a sample of output for the six meter readings resulting
from each control value selected by the Mark I simulation for étubtrajectory
nurber 10. The control value selected is shown by meter 1 and the resulting
up-dated values are shown on meters 2 through 6. This table does not show the
control mode that serves as a basis for the selection of each control value.
However, a detailed computer print-out permits this information to be extracted.

Table 5 shows the control mode associated with each control value
for the Mark I simulation for subtrajectory 10. The selection of y = 1 for the

first control value is required for every subproblem except the first, where the

control value is zero. This first control value is obtained from the first element

of the probing sequence: 1, -1, 2, -2. Since probing control is not used again
in this subtrajectory, the second element, y = -1, is not slected from this
sequence. Before the selection of the next control value, the simulation model

determines that only one control, y = 2, used repeatedly, can yield the desired

1f

final velocity within the remaining number of decisions. Thus, T 1 and since
the threshold value of T given in Table 2 as TCRT, is also equal to 1, terminal
control begins. This mode of control continues through decision 5. TFor decision
6, howcver, it is found that T = 2, so that terminal control is suspended. More-

over, since the last choice, y = 2, resulted in a decreasc of the incremantal

fuel cost from 450 to 50, the eradient mode of control choice also yiclds an
> o




TABLE 3 . SAMPLE OUTPUT OF PARAMETER INFORMATION
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FOR SUBTRAJECTORY NUMBER 10

INITTAL VALUE OF STATE VARIABLE, GOAL(10)

DESIRED FINAL VALUE OF STATE VARTABLE, GOAL(11l)

DECISIONS AVAILABLE TO REACH FINAL VALUE, DEC(10)

REFERENCE LEVEL, A(10)

MEMORY LIMIT, CMLIM

THRESHOLD COEFFICIENT OF VARIATION, PSTAR

NUMBER OF CONTROLS TO INITIATE TERMINAL CONTROT,, TCRT

LOWER LIMIT ON

UPPER LIMIT ON

COEFFICIENT OF

COEFFICIENT OF

COLI'FICIENT OF

COEFFICIENT OF

FINAL VALUE OF STATE VARTABLE, LOWL(10)
FINAL VALUE OF STATE VARIABLE, UPL(10)
PREVIOUS STATE VALUE, LCA(10)

CONTROL VALUE, LCB(10)

COST INCREMENTS, V(10)

FINAL MISS-DISTANCE, W(10)

630.

830.

16

10.

0.

100.

00

00

.00

.010

.00

.00

5




-58-

TABLE 4. SAMPLE OUTPUT FOR THE SIX METER READINGS RESULTING FROM EACH
CONTROL VALUE SELECTED BY THE MARK I SIMULATION FOR SUBTRA-
JECTORY NUMBER 10

Velocity Incremental Cumulative

Control Remaining Current Increment Fuel Fuel
Choice Decisions Velocity To Go Cost Cost
(Meter 1) (Meter 2) (Meter 3) (Meter 4) (Meter 5) (Meter 6)
1 15 640 190 4050 4050
2 14 660 170 2450 6500
2 13 680 150 1250 7750
2 12 700 130 450 8200
2 11 720 110 50 8250
2 10 740 90 50 8300
0 9 740 90 50 8350
0 8 740 90 50 ) 8400
2 7 760 70 450 8850
-2 6 740 90 ' 50 8900
2 5 760 70 450 9350
2 4 780 50 1250 10600
2 3 800 30 2450 13050
1 2 810 20 3200 16250
1 1 820 10 4050 20300
1 0

830 0 500 25300
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TABLE 5 . CONTROL MODES USED BY THE MARK I
SIMULATION FOR SUBTRAJECTORY NUMBER 10

Control Remaining
Decision Control Choice Decisions
Number Mode (Meter 1) (Meter 2)
1 Probing 1 15
2 Terminal 2 14
3 Terminal 2 13
4 Terminal 2 12
5 Terminal 2 11
6 Gradient 2 10
7 Heuristic 0 9
8 Heuristic 0 8
9 Terminal 2 7
10 Heuristic -2 6
11 Terminal 2 5
12 Terminal 2 4
13 Terminal 2 3
14 Terminal 1 2
15 Terminal 1 1
16 Terminal 1 0
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incremental fuel cost of 50. This suggests that a minimum exists in the incre-

mental cost function as shown by the following sketch.

500
Incremental parabola fitted by
Fuel Cost, 400 interpolation
0C 300 procedure

200
100

4 5 6

Decision Number

A fitted parabola yields a minimum at decision number 5.5. Thus, the remaining
meter readings are linearly interpolated to obtain estimates of their values when
half of the time has elapsed between decision 5 and decision 6. From lines five
and six of Table 4, it is seen that these interpolated values are 2, 10.5, 730,
100, and 8275 for meters 1, 2, 3, 4, and 6, respectively. These values are
computed and stored. Now Table 3 shows that the memory limit is equal to 1 for
this problem, so that only one minimum is required in order to initiate the
heuristic mode of control. Because all five of these meters are (trivially)
constant over the required number of minima, there are five possible heuristics
corresponding to these five meters. Moreover, every dimensionless product formed
from these values is constant so that every heuristic in the list of possible
heuristics shown in Table 1 is not admissible. This table shows that the
heuristic having highest priority is that based on meter 3, and for the present
problem it takes the following form:

To minimize fuel consumption, choose control values

so that the current velocity, shown on mcter 3, is
made equal to 730.
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Because the current velocity at this time is equal to 740 and this value differs
from the desired velocity of 730 by less than 2.5 percent, the model assumes that
the heuristic is satisfied. Thus, the control values are then searched to de-
termine which control would be expected to produce the smallest change in thé
current velocity. The stored increments of velocity, Av(y), associated with

the most recent use of each control y are examined. In this way the control
choice Yo T 0 is found to be appropriate for decision 7.

Decision 8 is also made to keep the current velocity unchanged in
accordance with heuristic number 3. Thus, decision 8 also yields Yo © 0. For
decision 9 the model determines that terminal control must again begin and
selects y = 2. For decision 10 terminal control is again suspended, and the
heuristic mode of control yields y; = -2. This choice is based on heuristic
number 4, of second highest priority, associated with making meter 4 read 100.
Finally, the last six decisions are made under the terminal mode of control because
F, given in Table 2 as FINTERM, is equal to 6. The change fromy = 2 toy =1
at decision 13 results from the fact that both y = 1 and y = 2 would achieve
the desired final velocity within the required number of decisions, but y =1
yields a smaller early arrival time. In fact, y = 1 yields the desired final
velocity at the required time with a miss-distance equal to zero.

Figure 2 shows the resulting plot of velocity as a function of the
number of decisions remaining as obtained by the Mark I simulation for problem

number 10.

Predicted Deuristics Obtained from Mark I Simulation

The heuristics obtained from thesc simulations serve as predictions

of those that will be verbalized by human controllers. In particular, based




Velocity
Units
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I Desired Final
830 &= Velocity
O/
810+ /)3//
O
790+ /
;3
770 /
v @)
750 — /ﬁ\\ // |
v—v—0 O s~ Reference lLevel
§
120k // { N S N
O Type of Control Selection
710-+ // A Probing Mode ____ |
O O Terminal Mode
690+ // o 0 Cradient Mode ___ |
e} V  Heuristic Mode
670 ///
/9
65 O T / —_—f—
O
16 14 12 10 8 6 4 2 0
Decisions Remaining
FIGURE 2. SUBTRAJECTORY GENEIRATED BY MARK I MODEL

FOR PROBLEM NUMBLR 10
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on the simulation for subtrajectory 10, it is predicted that heuristics number
3 and number 4 will be verbalized by human controllers. By applying the simu-
lation model to the 23 Mark I problems, a set of 23 predictions is cbtained.
Table 6 shows a listing of the heuristics obtained by the Mark I
simulation for the 23 subtrajectories. The numbers refer to those given in Table
la. It is seen that no heuristic is obtained for subtrajectories numbered 9,
11, 13, 20, 21, and 22. This results from the use of the gradient mode of
control with a control value that reduced incremental fuel costs as desired.
However, the rate of reduction of fuel costs is so slow that final terminal
control must begin before a minimum fuel increment is detected. As noted above
for subtrajectory 10, subtrajectories 12 and 18 yield changes from heuristic three
to a period of terminal control followed by another period of heuristic control
based on heuristic four. With the current computer logic this results in the use

of a second heuristic having the next lower priority.

EXPERIMENTAL STUDIES WITH HUMAN CONTROLLERS

The following sections present the. procedures and some results of
experimental studies with human controllers. In performing the experiments, we
made the following test hypothesis: The subjects would discover the existence
of the reference velocity, would verbalize their discovery as a recommendation
for a control heuristic, and would use the heuristic to guide their own sclection
of controls. To obtain data on the proposed models for the prediction of wverbal
heuristics, the control problems listed in Table 2 were presented to 26 subjects.
As previously discussed, these control problems are structures so that the incrc-

2. C . o ;
mental fuel "cost", A(vy - V)", is minimized by maintaining the current velocity
N
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TABLE 6 . HEURISTICS USED BY MARK I SIMULATIONS

Subtrajectory Heuristic Subtra jectory Heuristic
Number Number Number Number

1 3 13 none
2 3 14 3

3 3 15 3

4 3 16 3

5 3 17 3

6 3 18 3,4%%
7 3 19 3

8 3 20 none®
9 nonew 21 none*
10 3,4%% 22 none¥*
11 noene 23 3
12 3,4%%

* The model cntered final terminal control before reaching
a minimum incremental fuel consumption.

#% The change from heuristic 3 to heuristic 4 resulted

from an intervening initiation and suspcnsion of terminal
control.
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Vi equal to the reference velocity V. This structure was not known to the
subjects and was not utilized in the computer simulation logic. Fourteen
subjects were employed for the Mark I experiments and for the Mark II experi-
ments. The systems to be controlled are simulated on a CDC 3400 computer. The
subjects made successive decisions based upon the simulated meter readings. The

verbal statements made by the subjects were recorded for further analysis.

Description of the Experiment

Experimental studies were performed with 14 subjects as human con-
trollers for the Mark I control problems and for the Mark II control problems.
The subjects for the Mark IT problems represented a higher level of training
than the Mark I subjects. As shown in Tigure 3 each subject was seated before
a Coutrol Data Typewriter console (3401). A set of instructions, given in
Appendix C, was read to each subject and questions regarding the task were
answered. The task was described as one in which the subject had to control
a simulated space vehicle through a sequence of trajectories while minimizing
total "fuel" consumption.

Figure 4 shows that the five control values available to the subject
could be seclected by depressing the appropriate keys on the typcwriter console.
Ten scconds after the meter readings were printed out, the subject had a five
second interval in which he was instructed to make his next selection. This five
second period was indicated by switching on a small light placed above the
typewriter keyboard. If a subject failed to enter a decision before the end
of this period, the experimenter entered the previous selection of the subject.

This occurred 22 times out of a total of 8,722 selections during the experiments.
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- The subjects for the Mark I experiments consisted of 14 students
from The Ohio State University. They ranged from third quarter freshmen to
first quarter graduate students and were enrolled in both science and non-
science curricula. The subjects were obtained by placing an advertisement
in thc university newspaper and were paid $5.00 each for participating in the
experiment.

The 14 subjects for the Mark II experiments generally represented a
higher level of training than the Mark I subjects. Two of the subjects served
in the Mark T experiment; two more held Ph.D. degrces in physics; two more were
Ph.D. students in psychology. The remaining subjects were enrolled in a variety
of fields. With the exception of the two Ph.D. physicists, each subject was
paid $5.00 for participating in the experiment.

Approximately 1-1/2 hours were required by each subject to complete
the 23 Mark I trajectories. For the 12 Mark II trajectories, the average time
per subject was 45 minutes. After completing the experiment, each subject was
asked not to discuss the project with anyone else who might be a sub ject.

After a control selection was made on the typewriter console, a
Control Data 3400 computer tabulated the values of the current variables in
accord with the transformation equations for the meter readings. Two copies of
the updated meter readings were printed out. One of these copies appeared in
the typewriter console and served as the record of progress of the subjects.

Figure 5 shows a typical print-out for a Mark I control problem. The
subproblem number, initial velocity, desired final velocity, and the total
number of decisions available are shown at the top of the page. The six columns

at the left side of the page give the following "meter' readings: (1) number of
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SUD-PROEDLEM NO, 19

INITIAL VELOCITY - 610

FINAL VELOCITY = 650

NO. OF DECISIONS - 9

M0, CUR, DIST., CV COST CuM, 440 490 540 590 64O G690 740 790
EC. VEL., F.V, COST

610 =40 0 0 Y. 0
9 2

630 =20 180 180 X ©
8 1

640 =10 320 500 X0
7 -2

620 =30 80 580 X 0
6 -2

600 =50 0 580 X 0
5 0

600 =50 0 580 X e
b 0

600 =50 0 580 X 0
3 1

610 =40 20 600 X0
2 2

630 =20 180 780 X 0
1 2

650 0 500 1280 X
PEMNALTY = 0
FINAL CUMULATIVE COST = 1280

PAUSE
oK

FIGURE 5. EXAMPLE OF SUBJECTLS' DATA SHEEY FOR MARK T EXPERTMENTS
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decisions remaining, (2) current velocity, (3) 'distance' to go to reach final
velocity, (4) control value selected, (5) fuel cost for last control selection,
and (6) accumulated fuel cost. The right-hand portion of the print-out displays
a graphical representation of the trajectory of the subject as it develops. The
X's show the sequence of current velocities resulting from the control choices
of the subjects. The 0's show the level of the desired final velocity.

The miss-distance penalty, for failing to achieve the desired final
velocity, is printed-out at the bottom of the page at the completion of the
problem. Because the trajectory of the subject shown in Figure 5 achieved the
desired final velocity, the penalty shown is zero. The cumulative cost shown
in the print-out is the sum of all the incremental costs, shown in column 5,
and the miss-distance penalty.

Figure 6 shows an example of a data sheet for a Mark IL experiment.

The information displayed as meter readings is similar to that of the Mark I
experiments. The graphical display of the trajectory was omitted because of
the space limitations of the typewriter console.

The verbal recommendations of the subjects were recorded for further
analysis. Figure 7 shows a subject "radioing back" information which he believes
would be of assistance to another astronaut about to begin a similar flight. At
the end of each subtrajectory, the subjects were asked to relay such information
and to state their confidence in it. These statements were tape recorded to permit
subscquent analysis for the agrecment between the recommendations of the subjects
for control selection and the predicted heuristics yiclded by the simulation

models.,
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Experimental Results

As a means cf analyzing the data, plots were made of the trajectories
of each subject. Shown in Figure 8 are the simple sketches of the 14 tra-
jectories generated by the subjects for problem 10 of the Mark I series. The
ideal trajectory that minimizes the total fuel cost and the trajectory generated
by the Mark I simulation model are also given in the figure. It is seen that
Subjects 1, 2, and 4 generated minimum cost trajectories, and the trajectories
generated by Subjects 3, 6, and 13 are nearly minimum cost trajectories. A
close similarity exists between the trajectory gencrated by Subject 12 and that
generated by the simulation model.

Typewritten copies of the verbal statements of the subjects were made.
The verbal statements made by the 14 subjects for problem 10 are listed in
Table 7. 1In genersl, it can be seen that those subjects with minimum, or near
minimum, costs used some form of the predicted heuristic generated by the simu-
lation model as discussed in the simulation example (Pages 56-61). The heuristic
of Subject 9, "Make the slope very slight", is well depicted by his trajectory.
This subject used the same heuristic for all 23 problems.

Copies of the verbal statements were given to threce people to classify.
Two of these persons had had no previous connection with the project. The thixd
had served as the experimenter. Each person was given a list of the possible
model heuristics for Mark I (Table la). Their task was to read each verbal
statement and decide whethe; or not it was equivalent to any of those on the
list. TIf the statement was judged to be cquivalent, the number of the model
heuristic was enteved on a tally sheet. Hach person also underlined the phrases

of each statement on which they based their judgwents. I a statement was judeed
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TABLE 7. VERBAL STATEMENTS FOR SUB-PROBLEM 10 IN MARK I

Subject

Statement

No statement (Subject continued to use the strategy he stated
in Sub-problem 2 -- "I have found that there is one speed at
which the fuel consumption is zero and the speed is character-
ized by the fact that on both sides the fuel consumption
steadily increases. It appears to be wise to rcach this speed
at which the consumption is zcro as rapidly as possible to
maintain the speed of it until the end then dropping or in-
creasing until the final required speed.')

It would appear that it would be to your advantage to find

a minimum point in fuel consumption and then stay there as
long as you can. Be careful to note how many steps you have
until you reach your final velocity, how many steps it will
take you to reach your final velocity. Then wmaintain your-
self at the low fuel copsumption as long as possible and
then make the jump to the final velocity. This method scems
to be different with different jumps. In other wowds, you'll
get a minimum point at different points, but theve always
seems to be a minimum point that you can reach. Stay there
as long as possible and then make the jump up to the final
velocity.

Be careful punching the buttons. My punching the buttons
wrong costed me an increase of about 15 percent fuel, I think.
I'm 100 percent confident that you should be careful about
punching the buttons.

I'd offer the same advice. I'm 96 percent confident--from
Sub-problem 6. I'd advise trying to find a rest stop that
will consume little fuel when there is no change in the
velocity, holding there, and then approaching the final
velocity in the last few tries.

No statement. Statement from 9--In this flight you reach a
velocity at which the fuel consumption is a minimum. In this
case it was less than the final desived velocity and you de-
creased by one. I'm 75 percent confident that increasing
your fucl to the final desired velocity you will conserve

the fuel.
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TABLE 7. (Continued)

Subject

Statement

10

11

I found in calculating the distance unless you look at previous
results and see how many you go over, the distance does remain
the same. Statement from 9--It is almost 100 percent true that
to keep your costs at the lowest wminimum, find your place and
stay there. Calculate how far you are from the zero spot and
com back over at the end calculating correctly. Also at the
begimning start out at zero and then go to one side or the
other side to find out which way the scale will go.

No statement
No statcment

I'm confident, 100 percent, I think I'm still following the
same pattern. Make the slope very slight.

No statement. Statement from 9--After you determine your
zero and are using the 4+ zecro to keep your costs at a minimunm.
Plan to use the minimum number of decisions to retain your
final velocity like using the wmajority of +2 or -2 to get to
that velocity once you determine the zero points. I'm 100
percent confident.

Proceeding on same theory, confidence is up to 95 to 100
percent. Statement from 6--It's only a theory at the present
time but seems as you either increcase or decrecase velocity

(and this time decrease) where you reach a point where your
fuel consumption is at a minimum and going to one side or the
other of that point will cause you to consume more fuel. There-
fore by maintaining that speed until the last how many steps it
takes to reach the velocity desired, you can conserve fuel and
therefore, when you come up to your desired velocity and main-
tain it at zero. Thereafter it still cests you the same

number of units of fuel. The example in this case was 2,300
units and I fecl if T come up to that point, say on the fourth
step, T could maintain zero velocity constantly for the rest

of this problem and still use 23,00 units of fuel.
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TABLE 7. (Continued)

Subject Statement

12 No statement. Statement from 7--Concerning general strategy
try to find the point where the fuel consumption is lowest
and then keep going until you have the minimum number of
possible left that you can build up to your final velocity
without having a penalty.

13 No statement. Statement from 9--I'm convinced that it pays
to go past your fimal velocity, not too far, but to bring
your fuel consumption down as long as you keep it reasonable
so you can bring it back up in the amount of time provided.

14 I would approach the final velocity with control value of 2
until getting within 40 miles of the final velocity and then
staying there once to see what the cost is. If the cost is
less than 3,200, I would recommend staying there until your
final decisions. If it isn't, I would recommend going to a
velocity of 810 and staying there because it is cheaper to
run there than at the final velocity. And then on your
second (next to the last decision) you would use the control
value of 2 to drop into the 830.




T OGNy OIE UIT N TN Ul Ty Ey Ay N S ED N Uy D By w w = s w

~-78-

to be a heuristic, but not one which appeared on the list, it was copied onto
the tally sheet. Also, any statements which could not be interpreted were

entered on the sheet.

HUMAN CONTROLLER AND THE MARK T MODTJ,

Comparisons of results obtained from the Mark I model and the experi-
mental studices with human controilers are presented in the following scctions.
An analysis of the performance as measurcd by subject median fuel cost is made.
This aralysis is supplementary to that of the verbal statements, and provides
a more dctailed context for the verbal results presented later. An analysis of
the verbal statements made by a panel of three members is summarized and discussed.
The use of the median as a measure of location is a convenience in the develop-
ment of this context. It is not asserted that the mcdian is an appropriate
measure of the performance of the group of subjects. A more detailed analysis

of the fuel costs for each individual subject is presented in Appendix B.

Measure of Subject Performance

before an analysis of performance is presented, we will discuss the
sequential structure of Mark I control problems and a relative mcasure of subject
performance. Table 8 shows that the number of decisions available gradually
decreases through the sequence of 23 Mark I problems. This was done in order
to increcase the difficulty of the problems. The table shows that 12 of the
problems requive an increase from the initial to the final velocity; ten problems

require a decrease in this velocity, and onc problom requires no change in velocity.



TABLE 8. CLASSIFICATION OI' MARK I SUBTRAJECTORIES

Subtrajcctory Number of 5:?222?3 Form of Optimal

o Muwber o Decisions  Change  Trajectory
1 33 g (1) p—
2 34 - (2) \...h__w\
3 39 + (1) /_y_w/
4 26 - (2) \.___._\
5 22 + (1) , e
6 18 - (2) \W_,,,\
7 14 + (1) pu— /
8 18 + (3) /“‘““““\
9 17 - ORN

N/

10 16 -+ (1) /A.,,.N._,._/
11 16 - - (2) \,___W_\
12 16 -+ (3) /““""*\
13 15 - (4) \*._._m/
14 14 -t (5) \_____,_/
15 13 - (6) /“““\
16 12 + (3) /TN
17 11 0 (4)
18 » 10 - (6) >::‘:/\
19 9 + (5) . /
20 9 + (5) L J
21 9 - ) / ’““"'“"\
22 R + (5) N J
23 R - (6) "““"\
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The last column of the table shows six forms of the underlying minimum
cost subtrajectory. The form for subtrajectory number 1 shows, for example,
that the minimum cost trajectory consists of an initial increase in velocity,
followed by a horizontal (constant) velocity, and finally a further increcasc
to the required final velocity. The horizontal portion corresponds to the
reference level at which the incremental fuel cost is zero. Examination of
this column shows that the first secven problems have the reference level between
the initial and final velocity. These forms are the simplest types. If the
final velocity is achieved, then at some previous time the reference level must
be crossed.

A convenient measure of subject performance for a particular problem
is given by the ratio R of the fuel cost obtained with the Mark I model to the
subject median fuel cost. Because a control objective consists of minimizing
the toal fuel consumed for each problem, small values of both the numerator
and denominator of R are desirable. Consequently, the ratio yields a relative
measure between the performance of the subjects as a group and the performance
of the model. If the subject median cost is must smaller than that obtained
with the Mark I model, then R is large and the group performance is good relative
to the model performance. Conversely, if the subject median cost is much larger
than that obtained with the model, then the group performance is poor relative
to the model performance. The behavior of the R-ratio over the set of control
problems thus serves as a relative measure of the quality of the group perform-
ance. In addition, as discussced later, this same ratio may be associated with

group learning.
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It was expected that with only moderate attention to the meter
readings the subjects would detect the existence of the reference level and
would make use of it in the choice of their controls. DMoreover, it was expccted
that the subjects would verbally announce these dctected structures in the form
of heuristics. The first seven problems were designed to be easy, but were also
intended to mislead the subjccts into expecting the reference lecvel to be be-
tweem the initial and final velocities. A heuristic based on this expectation
would be found to be incorrect in problems 8 and 9 where the reference level
lies in the same direction, but beyond the final velocity. A corrected verbal
heuristic to meet this situation would neced further revision when problem 14 is
encountered. In this problem the subjects encounter, for the first time, a
problem in which the reference level lies in a direction opposite to that of the
final velocity. It was expected that subject performance would drop appreciably
at problem 14. Moreover, from problem 14 through problem 23, the subjects would
no longer be able to predict the location of the reference level. This would
require some trial-and-error behavior at the beginning of each problem in order
to determine the direction associated with minimum incremental fuel costs.

The following sketch shows that subject performance was expected to
be erratic for the first few problems until the reference 1eve¥ was detected
and used. This would result in improved performance through problem 13. A
marked drop in performance was expected at problem 14, However, it was expected
that performance would improve through the remaining problems, but would not
reach the level of the carlier problems because of difficulty in locating the

reference level.
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Expected
Subject N
Performance \

13 14 23
Subtrajectory Number

Correlation Between Mark I and Subject Median Fuel Costs

To make comparisons of results obtained from the Mark I model and the
human controllers, the correlation between Mark I and subject median fuel costs
is calculated and plotted. Table 9 shows the median of the cumulative fuel costs
for the 14 subjects and the cumulative fuel cost obtained for the Mark I model.
These fucl costs include the miss-distance penalties for the subjects. Tor the
simulation model these penalties were zero because the model alvays obtained the
desired final velocity for the Mark I control problems.

Figure 9 shows the cumulative fuel cost as a function of subtra jectory
number for the median of the 14 subjects and for the Mark I model. This plot is
based on the numbers shown in Table 9. It is apparent that a high correlation
exists betwecen these plots. A rather large difference in fuel consumption occurs
at problem 14, as expected.

Figure 10 shows the same resu;ts as the preceding figure. With the
cumulative fuel costs plotted on a logarithmic scale, the high correlation is
more clearly scen. Although the correlation is high the percentage deviation

is quite large for some problems. This is shown by the next plot.
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TABLE 9. SUBJECT MEDTIAN COST AND MARK I SIMULATION
FOR EACH SUDTPAJECTORY

Subtrajectory Kilo Units of Fucl
Number Median Subject Cost¥ Mark I Cost
1 35.150 83.900
2 30.400 39.900
3 1.635 1.830
4 76.000 84.500
5 23.850 11.400
6 9.101 7.106
7 8.046 6.166
8 95.250 124.400
9 5.180 10.650
10 21.575 25.300
11 128.950 153.800
12 27.225 32.900
13 65.200 94.500
14 80.500 37.000
15 2.175 1.020
16 17.600 14,000
17 11.700 10.080
18 22.600 21.800
19 1.330 1.180
20 44,400 33.600
21 20.650 23.250
22 4.024 4,579

23 41.700 47.700

*Median of 14 Subject Costs
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Figure 11 shows a plot of the percentage deviation given by

Subject Median Cost - Mark I Cost
= - = X
Mark I Cost

D 100

as a function of subtvajectory. The highest percentace deviation, 117.6
percent occurs at problem 14; the minimum deviation, 3.7 percent, occurs at
problem 18. The average of the absolute value of the percentage deviafion is
found to be approximately 34 pevcent. Since this includes problems 14 and 15,
it gives a conscrvative measure as the upper bound to the percentage deviation.
A lower bound is obtained by taking those problems where the learning is ex-
pected to be nearly complete: Problems 10, 11, 12, 13, and problems 20, 21, 22,
and 23. The average absolute deviation for these two sets of problems is less
than 20 percent.

Figure 12 shows a scatter diagram of subject madian cost versus the
Maxrk I model cost on a log-log scale. The plot suggests a linear correlation
exists between these measures,

Figure 13 shows a regression line fitted to the scatter diagram. The

equation of the regression line is give by

10g10(Subject Median Cost) = 0.525 + (0.877) 1og10(Mark I Cost)

The figure also shows 95 percent confidence limits for the regression line. It
is scen that these limits easily contain the ideal regression line (dashed line)
corresponding to a perfect corrclation. Thus, the observed data do not reject
the hypothesis of a perfect correlation between the model fuel costs and the

subject wedian fuel costs.
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The plot shows that the subject median cost was high relative to the
simulation cost for subtrajectories 5 and 14. As noted earlier, the high sub-
ject cost for subtrajectory number 14 was expected. In the case of subtrajectory
number 5,the reference level was close to the initial velocity and relatively
far from the final yelocity. VConsequently, the problem of when to leave the
reference level was somewhat difficult. Most subjects had not as yet learned
to deal efféctively with this situation. The model costs for subtrajectories
1l and 9 are seen to be high relative to the subject median costs. This result
was expected for subtrajectory number 1 because the model begins the first problem
by using the probing mode of control and applying, in succession and regardless of
cost, every alternative‘control available to the system. fhis is done to get
some information on the effect of each control. This procedure was not used by
the subjects. The relatively poor model performance on subtrajectory number 9
resulted from the use of y = -1 under gradient control for most of the problem.
Although the repeated use of this control was warrented by the decreasing incre-
mental fuel cost, the rate of decrease was too slow to reach the reference level
before the initiation of terminal control. Some subjects, in conﬁrast used
y = -2 and attained the reference level where the incremental fuel cost was zero.

An examination of the deviations of the observed points from the fitted
regression line was made to determine whether these deviations could be regarded
as normally distributed. The results showed a distribution which is symmetric
but more concentrated about the mean than the normal distribution. For this
reason the following significance tests must be regarded as approximate tests.

The slope of the fitted regression line is 0.877. An approximate t-test

of the significance of the difference between this observed slope and an ideal
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slope of 1.00 gives a computed value of t equal to 1.18 with 21 degreees of
freedom. The corresponding tabulated value of t at the 0.95 fractile is equal
to 2.08. Thus, no statistical significance is shown at the 5 percent signifi-
cance level between the observed slope of 0.877 and the hypothetical slope of
1.00.

The correlation coefficient between the logarithm of the subject

median cost and the logarithm of the Mark I model cost is found to be equal to

0.96. The correlation coefficient of the untransformed costs is found to be 0.92.

The above analysis suggests a measure of subject learning. Figure 14
shows a plot of the ratio, R, of the fuel cost using the Mark I model to the
median fuel costs obtained for the 14 subjects:

- Fuel Cost for Mark I Model
Median Fuel Cost for 14 Subjects

R

Because the objective in the problems is to minimize fuel costs, it is seen that
when R < 1 the Mark I model performance is better then the subject median perfor-
mance. Conversely, when R > 1 the subject median performance is better than the
Mark I model performance.

The plot suggests that subject medién performance improves for problems
5 through 13. A marked drop in performance occurs at problem 14 but further im-
provement occurs until the end of the set. 1In general, the Mark I model does
not learn. Only the memory limit changes as a function of experience. This
value became equal to 1 at subtrajectory 8 and remained at this value for the
rest of the sequence. Thus, the improved performance shown by the subject median
cost can be attributed to human learning. As noted earlier, human learning was

expected to occur in these two segments.
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Learning curves of the following form were fitted to the data:
R-k=R* (l'rk) s

where Rk represents the value of R at the kth subtrajectory. R¥* and r are
fitted constants. This expression is a discrete form of Hull's empirical
(15)

learning curve. The constants were fitted by minimizing a quadratic per-

formance index expressed as the sum of the squared deviations:

n
Q=) R - REA - 291
k=1

It is easy to show that for a fixed value of r, Q is minimized by the following

value of R*:

n
k
R, (1 - )
kZ; k i
R = 5 o
) a- )2
=1

With this value of R¥ as fixed, the value of r was varied by trial to improve

the minimum. By such iterations the following equations were obtained:

N, -4
1.469[1 - (0.66) 3 1 , 5 < Ny <13

=
]

N,-13
= 1.061[1 - (0.66) 3 ], 14 < Ny s 23 .

=
1

The asymptotic values of R are seen to be 1.469 and 1.061 for the
early and late learning curves. As expected, the learning curve for the late
segment of problems asymptotes to a lower level than that for the early learning

curve. The value of 0.66 for both curves is not the optimum value, but differs
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from the optimum by a small percentage. It was found that the same value of r

could be used for the Mark II analysis so this compromise seemed desirable.

Some Comparisons Based on Chi-Square Tests

To make further comparisons, chi-square tests were performed. Table
10 shows the computations for a x2 - test. As a test hypothesis, it is supposed
that, based on total fuel consumption, the Mark I model may be regarded as a
"typical' subject. Such a typical subject would have the property that on any
given subtrajectory the typical subject would have a cost better than half of
the real subjects and worse than the other half of the real subjects. With 14
real subjects, the expected number of subjects that would be expected to have
costs greatexr than the Mark I costs would be 7. Thus, we may compare the observed
and expected number of subjects having costs greater than the Mark I costs. The
third column of the table shows the difference, pA, between the observed and ex-
pected numbers. Subtrajectory 14 is a special case. Because of the expected
degradation of the performance of the subject in this subtrajectory, it would
appear desirable to use 14 as the expected number of subjects having costs
greater than the Mark I costs. If this is done, then the difference between
the observed and expected number is zero, as shown in parentheses.

The square of the difference is shown in the last column of the table,
and the totals are found to be 254 or 205, depending on whether the expected
number for subtrajectory 14 is taken to be 7 or 14. 1In the first case, the
computed value of xz is given by X2 = 254/7 = 36.3. The tabulated 95 percent

fractile of the xz—distribution with 23 degrees of freedom is found to be 35.2.
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TABLE 10, COMPUTATIONS FOR A CHI-SQUARE TEST

Observed Number of Observed Number
Subtrajectory Subjects With Costs Minus Expected 2
Number Greater Than Mark I Cost Number, A A
1 3 -4 16
2 4 -3 9
3 6 -1 1
4 6 -1 ’ 1
5 12 5 25
6 8 1 1
7 10 3 9
8 3 -4 16
9 2 -5 25
10 4 -3 9
11 3 -4 16
12 5 -2 4
13 3 -4 16
14 14 7(0) 49(0)
15 11 4 16
16 8 1 1
17 8 1 1
18 9 2 4
19 9 2 4
20 10 3 9
21 4 -3, 9
22 5 -2 4
23 4 -3 9
151 254(205)
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Thus, in ‘the first case it is suggested that the differences between the Mark I
model and the subjects are statistically significant at the 5 percent level of
significance. However, in the second case, with an expected number of 14, the

2 js given by X% = 205/7 = 29.3.

computed value of X
Since 29.3 is less than 35.2, in this case it is found that the
observed and expected results are within statistical agreement.

A similar x2

-test can be made as follows. Under the test hypothesis
that the Mark I model is a !typical" subject, a given subject should perform
better than the model on half of the subtrajectories.

Table 11 shows the computations for such a Xz-test° The expected

11.5. The computed value of XZ is then found

number was taken equal to 23/2

to be given by X2 = 327.50/11.5 = 28.5. The tabulated value of the 95 percent

2

fractile of the X“-distribution with 14 degrees of freedom is equal to 23.7.

Thus, the test shows that a given subject does not perform better than the model

on half of the subtrajectories.

The table shows that Subject 9 deviated widely from the expected
value. The experimenter recorded the following remark immediately after the
trials with this subject:

"Subject 9 demonstrated extremely rigid behavior.
He had good involvement but completely ignored the
cost function even though the subject was told to

minimize fuel consumption several times."

With this justification the same Xz-test may be applied to the remaining 13

subjects. The sum of the required deviations is found to be 217.25 and the

2

2

computed value of X is given by X =217.25/11.5 = 18.9. The 95 percent fractile

of the X2—distribution with 13 degrees of freedom is found to be 22.4. Thus, with
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TABLE 11, COMPUTATIONS FOR A CHI-SQUARE TEST

Observed Number of

Subproblems for Which Obsexrved

Sub ject Subject Costs Exceeded Minus 2

Number Mark I Costs Expected, A A
1 7 4.5 20.25
2 12 0.5 0.25
3 4 -7.5 56.25
4 10 -1.5 2,25
5 8 -3.5 12,25
6 10 -1.5 2.25
7 16 4.5 20.25
8 8 -3.5 12.25
9 22 10.5 110.25
10 9 -2.5 6.25
11 10 -1.5 2,25
12 7 -4.5 20.25
13 9 -2.5 6.25
14 19 7.5 56.25

151 327.50
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Subject 9 excluded, the hypothesis that the model performs better on half of
the subtrajectories for a given subject is consistent with the data at the 5
percent level.

As another test of how well the model typified the humans, the
following test was conducted. Each Mark I subtrajectory for each subject and
the model was individually plotted, thus producing 15 plots for each of the
23 subtrajectories. The 15 plots for each subtrajectory then were arranged
in a random sequence and given to three persons not previously associated with
the project. These persons were told that the trajectories had been generated
by 14 humans and one machine and that their task was to select which trajectory
had come from the machine. Out of the 69 selections (23 subtrajectories for
three persons) there occurred only one correct match. There were, however,
several matching selections among the persons. On subtrajectory l, two persons
selected the plot from Subject 5. On subtrajectory 8, two of the persons
selected Subject 13's plot. On subtrajectories 9, 17, 19, 20, and él, all
three persons chose the trajectories from Subject 9. On problem 13 and 14,
all persons chose Subject 7's plots. By chance, there shouid have occurred
fourvor five correct selections out of the 69 possibilities. Since only one
correct selection was obtained, it appears that it was not possible for naive
persons to visually sélect out the model's plots from the humans'. Furthermore,
it appears that some subjects, especially 7 and 9, differéd more from the other
subjects than did the model. Subject 9, it will be recalled was the subject
who used a ;traight line approach for all 23 of the subtrajectories, thus it

is not surprising that his plots would be selected.
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Analysis and Evaluation of Verbal Statements

The verbal statements made by the subjects for each Mark I sub-
trajectory were recorded on tape. A typed list of these statements, together
with a list of the possible model heuristics, were presented to a panel of
three members. Two of these members had no previous connection with the research.
The third member had served as the experimenter. Each member independently
decided whether a subject's stafement was equivalent to any of the possible
heuristics. If a match was obtained, the panel member recorded the number of
the model heuristic in accordAwith the numbering given in Table la. If no
match was obtained, the panel member wrote down the statement or phrases made
by the subject. In either case the evidence for the panel member's decision
was underlined on the typed copy.

In the analysis of the results, it was further assumed that if a subject
made no statement, then his last stated heuristic was still in force. Even with
this simplification the analysis was not neat. 1In many instances the subject
would elaborate on previous strategies, or make new observations of fact that
were cérrect but did not appear to change his strategy. Wide discrepancies
among the panel members' judgments were then openly discussed and generally
resolved. The most forceful criterion in making these resolutions was the
following. Unless the statement, or phrase, indicated how a control value
sh&uld be selected, then it was not a heuristic, and no change in the previous
heuristic was indicated.

The results of the analysis are presented as follows. Table 12

summarizes the results and shows the computation of the conditional probability
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TABLE 12, COMPUTATION OF THE CONDITIONAL PROBABILITY THAT A
SUBJECT'S HEURISTIC WILL MATCH THAT OBTAINED BY
MARK I SIMULATION

Number of
Subjects Having

)

Same Heuristic Conditional
Subtrajectory Mark I as Mark I Total, Probability,
Number Heuristic No. (1) (2) (3) T T/(3)(14)

1 3 6 4 3 13 0.31

2 3 6 9 4 19 0.45

3 3 7 10 5 22 0.52

4 3 -8 10 6 24 0.57

5 3 11 11 8 30 0.71

6 3 10 11 9 30 0.71

7 3 9 10 9 28 0.67

8 3 11 12 12 35 0.83

9 None - -~ - -- -

10 3, 4 12 12 12 36 0.86
11 None - -= -- -- --

12 3, 4 12 11 11 34 0.81
13 None -- -- -- -- --

14 3 11 12 11 34 0.81
15 3 13 12 11 36 ) 0.86
16 3 13 12 11 36 0.86

17 3 13 12 11 36 0.86

18 3, 4 12 11 12 35 0.83
19 3 12 11 11 34 0.81
20 None - -- -- -- -
21 None -- -- -- -- -
22 None -- -- -- - --
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that a subject will have the same heuristic as that obtained by the Mark I
model. Column 2 lists the heuristics evolved by the model in accord with
Table 6. Columns 3, 4; and 5 give the results obtained from the three panel
members. The totals in Column & are divided by the product of the number of
subjects, 14, and the number of panel members, three, to obtain the estimate of
the conditional probability given in the last column.

Shown in Figure 15 is a plot of the number of subjects having the
same heuristic as the Mark I model. The lower curve is obtained by using the
minimum number of heuristic matches given by any one of the three panel members.
The upper curve is similarly obtained by using the maximum number of matches given
by any one of the three panel members. The intermediate curve is the average
conditional probability obtained from the preceding table.

The wide limits for the initial problems can be associated with the
generally "“fuzzy'" statements made by the subjects and with the disagreements
of the panel members over the meanings of these statements. As the number of
the subtrajectory increases, it is seen that the panel members are more in agree-
ment as shown by the convergence of the upper and lower limits. Figure 15 also
points out that the average number of matches increases rapidly over the
initial subtrajectories. The average conditional probability over the first seven
subtrajectories is equal to 0.56; the average conditional probability taken
over the remaining subtrajectories is equal to 0.83. A conditional probability
of 0.786 corresponds to é match of heuristics for 11 out of 14 subjects. Ninety-
five percent confidence limits for a probability estimated by the fraction 11/14

are given by the interval (0.49, 0.95).
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HUMAN CONTROLLER AND THE MARK IT MODEL

The results obtained from the Mark IT model and the experimental studies
with human controllers are compared and analyzed in the following sections. The
performance as measured by subject median fuel costs is analyzed. Correlation
between Mark II model and the subject median fuel costs is determined. The
analysis and evaluation of the verbal statements made by three panel members

are discussed.

Correlation Between Mark II and Subject Median Fuel Costs

The comparisons of results obtained from the Mark II model and the
human controllers are made via correlation analysis. Shown in Figure 16 is the
plot of fuel cost as a function of subtrajectory number for the median of the
14 subjects and for the Mark II model. This plot is based on the costs shown
in Table 13. Because of the time constants involved in the trajectories of
the Mark II model, these results may be re-grouped according to the time constants.

Figure 17 shows the same information as that given in Figure 16 except
that the results are grouped according to thé three time constants. This figure
suggesgs a high correlation and close agreement for the small time constant
equal to 2.4. For the intermediate time constant, a general correlation is
preserved, but rather large deviations between the costs are also developed.

For the large value of the time constant, the curves show large differences
among the costs. 1In general, these results suggest that the validity of the

Mark II model in predicting fuel costs depends on the value of the time constant.
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TABLE 13. MEDIAN SUBJECT COST AND MARK II SIMULATION
COST FOR EACH SUBTRAJECTORY

Subtrajectory Units of Fuel
Number Subject Median Cost¥® Mark II Cost
1 42.77 52.40
2 27.12 16.38
3 151.63 59.79
4 265.69 147.53
5 274.00 232.41
6 418.77 97.78
7 373.83 197.43
8 177.91 204.20'
9 ) 425 .43 382.40
10 119.79 148.66
11 22.80 24.13
12 439.56 761.43

*Median of 14 Subject Costs
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For small values the agreement is good. However, the agreement degrades for
increasing values of the time constant.

Shown in Figure 18 is a plot of the percentage deviation between
subject median cost and the Mark II cost as a function of subtra jectory and
grouped according to the time constant. In general, the results show increasing
percentage deviations with increasing time consfant with the largest deviation
exceeding 300 percent.

A scatter diagram of subject median cost versus the Mark II cost on
log-log scales is constructed and plotted in Figure 19. The scatter is seen
to be appreciably greater than that shown for the Mark I model in Figure 12.

Plotted in Figure 20 is a regression line fitted to the scatter

diagram of Figure 19. The equation of the regression line is given by
loglo(Subject Median Cost) = 2.188 + (0.845)10g10(Mark II Cost)

The figure also shows 95 percent confidence limits for the regression line.
It is seen that these limits contain the ideal regression line (dashed line)
corresponding to a slope of 1.0. As in the case of the Mark I models, the
data do not reject the hypothesis of a perfect correlation.

The above analysis leads to a measure of subject learning. Figure 21
illustrates a plot of the ratio,

R = Fuel Cost for Mark II Model
. Median Fuel Cost for 14 Subjects

with values of R less than 1 associated with better performance of the Mark II
model. In the first six problems the subjects were exposed to two problems of

each of the three time constants. After Problem number 6 no new time constants
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were encountered. Thus, Hull's empirical learning curve was fitted to the
last six problems to obtain
N.-6
R =1.557[1 - (0.66) 3 ] 7 SN 512
The value of r = 0.66 was found to be satisfactory for both the Mark I and

Mark II learning curves.

Analysis and Evaluation of Verbal Statements

The analysis of verbal statements is studied in this section. Table
14 summarizes the results of analyzing the verbal statements for the Mark IT

control problems. Column 2 lists the heuristics evolved by the model; columns 3,

4, and 5 give the results obtained from the same three panel members as used in the

Mark I analysis. The conditional probability of a match between the heuristic
of a subject and that of the model is given in the last column.

In general, the probability of a match is small, and averages 0.16,
approximately. Moreover, the observed matches resulted primarily from only two
subjects, numbers 1 and 3. These subjects were also used in the Mark I experi-
ment. Thus, if these subjects are excluded, the conditional probability of a
match is essentially zero. The low probabilities resulted partly from the assign-
ment of inappropriate priorities to the heuristics. The most frequently selected
heuristic from the list of possible heuristics was the first heuristic listed in
Table 1b. This heuristic ranked fifth in the pre-assigned priorities.

Table 15 shows the (unconditional) probability that a subject will
state some heuristic contained in the list of possible heuristics. Here the

average probability increases to approximately 0.50.
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TABLE 14, COMPUTATION OF THE CONDITIONAL PROBABILITY THAT A SUBJECT'S
HEURISTIC WILL MATCH THAT OBTAINED BY MARK II SIMULATION

Number of Subjects

Having Same Heuristic Conditional
Subtra jectory Mark II as Mark ITI* Total Probability,
Number Heuristic ¢)) (2) T (3) T T/(3) (14)
1 None -- -~ -- - --
2 None -- -- - - -
3 7,3 2 1 1 4 0.095
4 None -- -- -- -- --
5 7,3,4 2 3 1 6 0.143
6 7,3,4,8 3 3 2 8 0.191
7 7,3,4 1 2 1 4 0.095
8 None -- -- -- -- --
9 7,34 2 ) 2 6 0.143
10 7,3 3 3 3 9 0.214
11 None -- -- -- -- --
12 7,3 4 4 2 10 0.238

% Columns (1), (2), and (3) correspond to the three panel judges
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TABLE 15. COMPUTATION OF THE CONDITIONAL PROBABILITY THAT A SUBJECT'S
HEURISTIC WILL MATCH SOME HEURISTIC IN THE LIST OF POSSIBLE

HEURISTICS
Number of Subjects Observed
Subtra jectory Using Heuristic from List¥% Total Frequency,
Number (1) (2) 3) T T/(3) (14)
1 5 6 ' 6 17 0.405
2 5 7 5 17 0.405
3 6 8 4 18 0.429
4 7 7 6 20 0.476
5 9 9 6 24 0.571
6 9 9 5 23 0.548
7 8 9 3 20 0.476
} 8 8 5 5 18 0.429
9 9 7 5 21 ' 0.500
10 10 8 7 25 0.595
i 11 10 9 7 26 0.619
! 12 9 9 5 23 0.548

*Columns (1), (2), and (3) correspond to the three panel judges
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Finally, it is noted that the penalty for missing the desired final
position for these problems was found to‘be excessively large. Because of the
difficulty of the contfol problem and because the penalty for missing the
end-point was large, many of the subjects regarded the minimization of fuel as
unimportant.

In summary, the results obtained in the analysis of the verbal state-
ments for the Mark II experiment do not confirm the predicted heuristics produced
by the model. However, it is conjectured that with a revised assignment of
priorities, with smaller penalties for missing the terminal positions, and with
more decisions per problem, the model may prove to be a reasonably good predictor

of the verbal heuristics used by human controllers.

CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH

In this report two mathematical models, Mark I and Mark II, for human
decision-making in control systems arc developed. Mark I simulates human decision-
making in a first-order control problem, and Mark II simulates human decision-
making in a second-order control system. In constructing the mathematical models,
the following hypotheses are made. The humaa controller will search for "optimal"
control policies, will generate heuristics based upon the observed data, and
will use the heuristics as his control strategies. Experimental studies with
human controllers were performed to test for these hypotheses of modeling. The
experimental results obtained are quite encouraging, and the proposed models

appear to be a reasonable approach to the problem.
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The essence of the mathematical models lies in the sequential selection
of control values in accord with four different control algorithms. At any given
time, the control algofithm in operation depends upon the number of decisions
made in the past, the number of decisions remaining, and the results of analysis
of empirical data obtained entirely from meter readings. The control algorithms
are further classified as follows: (1) Probing control algorithm and (2) incre-
mental control algorithms. During the probing control, the models select con-
trol values, in succession, from a predetermined sequence. During incremental
control, models select appropriate controls on the basis of changes in meter
readings resulting from previous use of each of the controls. The incremental
control is subdivided into three different modes: (a) terminal mode, (b)
heuristic mode, and (c) gradient mode. 1In the termiﬁal mode, for Mark I the
control is so chosen that the difference between the required final velocity
and the linear extrapolation of the current velocity is a minimum. For Mark 1I
the control is chosen such that the difference between the required.final position
and the extrapolted value of position is a minimum. In the heuristic mode, the
control choice is made to better establish, or maintain, an invariant relation
among the meter readings found to occur when ‘the incremental fuel consumption
is minimal. The control is selected inrorder that the expected increment in
the desired meter reading (or combination of meter readings) has the maximum
magnitude and correct sign. In the gradient mode, the preceding control is chosen
as the current control whenever the current incremental cost is less than the
preceding incremental cost.

The primary objective of each model is to analyze data obtained

during a control task so that control strategies, called heuristics, may be
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generated. These heuristics are derived on the basis of the invariant relations
detected among meter readings, or combinations of meter readings, taken at
regular intervals of time during the control task. If no invariant relations
are detected, the model continues a search procedure and gathers more data.

If invariant relations are detected, then these relations are used by the

model in making the choice of appropriate control strategies. When the heur-
istics are generated by the model, it is predicted that human controllers

would likewise find, and use, the same or equivalent heuristics, even though

the search procedure and subsequent experience would be different for each
human.

The heuristics evolved by the models are restricted to a list of
possible heuristics, and consequen?ly the human controller may evolve a heur-
istic not. in the list. However, because the list of heuristics is "complete"
in a certain sense, it has been demonstrated that if a human controller evolves
a heuristic it will most likely match some heuristic in the list. To simplify
the initial investigation, preassigned priorities are associated with each
heuristic in the list. Problems involving selections among equivalent and
conflicting heuristics are avoided in the 1initial study.

A theoretical basis of this research is derived form the Pi-Theorem
of dimensional analysis. Because of the simplicity of the problems studied,
only the invariance of the readings on single meters was involved. Thus, the
dimensionless combinations of meter readings yielded by the Pi Theorem were
‘not needed; and it follows that the theoretical basis of this research has not

been fully investigated.
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Based on the results obtained to date, it is not known whether the
concern in this research with combinatioﬁs of meter readings is really juétified.
Concern with the invariance of single meters may suffice. However, it is con-
ceivable that highly trained and talented controllers may deal with combi-
nations of meter readings. This may require the use of the theoretical basis
in a more general form in order to evolve the heuristics of such controllers.

The heuristic mode of control was developed primarily as a procedure
that would search for invariant relations among meter readings and use these
relations, when found, as a basis for the selection of controls. In order that
the model be capable of solving fixed endpoint control problems, it was found
convenient to use three additional modes of control. It is clear that other
computer procedures could have been used that also would éermit the émbedding
of the heuristic mode of control. For the primary purpose of this research any
such alternative procedure would have been acceptable. The model actually used
represents, at best, a first-order attempt to implement the theoretical basis.
It'is conceivable that other procedures could produce the same heuristics, but
would differ in the secondary performance measures, such as total fuel con-
sumption. In this research very little consideration has been given to
alternative procedures for embedding the search for invariance and the heuristic
mode of control.

The basic data obtained from the experimental studies were verbal
recommendations regarding the selection of controls. As expected, the subjects
verbalized their recommendations in a variety of ways. As an example, the reference
velocity, at which the incremental cost was zero, was verbalized as follows:

minimum point, level, number, place, rest stop, and zero point. This example
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suggests that it was often difficult to extract the meaning of a statement
made by a subject.

As suggested by the above remarks, the most difficult and subjective
element in this proposed approach involves the association of the verbal state-
ments of the subjects with the statements in the list of heuristics obtained
from the theoretical framework. Although the agreement among the panel members
was good, it would appear desirable to minimize this type of analysis. As one
possible alternative, the list of heuristics, augmented with irrelevant but
plausible Theuristics, could be presented to the subject at the beginning of
the experiments. After instructions on the meaning of each heuristic in the
list, the subject could then be advised that after each problem he could send
back his recommendations in his own words or choose any of the statements on
the list.

In evaluating these results it must be re-emphasized that the high
correlation between the fuel consumption of the models and the subject median
fuel consumption was not expected. In fact, no great effort was made to try
to construct the computer program to simulate the behavior of the human cén—
troller. 1Instead, the computer program was designed to use a simple search
procedure in order to generate data. By combining thié search procedure with
the gradient mode of control, it was expected that minima in the incremental
fuel costs would thereby be found. By reading (or interpolating) the meters
at that time, the data required for invariance computations would be generated.

It is not asserted that the human controllers operate in the manner
specified by the computer logic. Controllers may use widely different search
procedures which are partly random and partly systematic. It is highly unlikely

that all meters are read or interpolated as required by the model, and it is
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certainly not expected that any subject would use the coefficient of variation
as his criterion for invariance. The basic assumption of the model is that
human controllers will-generate and analyze data and thereby evolve heuristics.
Agreement between human controllers and models was hypothesized in the heur-
istics evolved, not in the procedures used to generate them. The high corre-
lations reveal the possibility that the procedures may be similar. However,
very detailed experimental work and analysis would be required to study such
similarities.

Finally, it is noted that the performance of the subjects was measured
in terms of the median fuel cost. This was done in order to eliminate the large
effect of "outliers" on a measure of central tendency. This desirable feature
is offset, perhaps, by the association of "learning curves" with the median of
a group of subjects. It is clear that learning is basically defined for an
individual, so that such a group learning curve may be misleading and not repre-
sent the learning curve of any individual in the group.

With the qualifications contained in the preceding evaluations, it
is concluded that the proposed models offer a reasonable approach to the modeling
of the verbal heuristics of human controllers for a first-order control system
of the type investigated. A similar conclusion for a second-order control
system is not justified by the results obtained to date. The proposed various
modes of control in the mathematical models are applicable to other control
problems than first-order and sccond-order control systems. The only differences
will be in the form of the recursivé formulas and transformational equations.
The basic structure of the model can be uéed‘even when the control plant is only

pértially known.
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In considering the future research that is suggested by this study,
it is convenient to consider several different classes of problems:

(1) Make an épplication of the theory to a real-world control

problem.

The problems considered in this study were initiated only for de-
termining the feasibility of the method of approach. With feasibility demon-
strated, it would appear desirable to attempt to make a»realistic application.
Ideally, such an application would have the following characteristics. A highly
trained controller would be required to generate a minimum-fuel trajectory using
training and simulation equipment. He would be restricted to the use of meters
alone, and the cumulative fuel used to the current time would be displayed on
one of the meters. At regular intervals he would be required to transmit to
a hypothetical fellow astronaut, about to begin a similar control problem, any
advice he could offer regarding the selection of controls. The statements should
be taped and another astronaut or highly trained person should determine whether
heuristics were evolved by the astronaut and whether these heuristics were pre-
dicted by an appropriately modified, Mark III, model.

(2) Obtain detailed descriptions of a given human controller.

For a given human controller, the parameters of the models could be
adjusted to achieve the best possible fit to the output of a given human con-
troller. Because there are several parameters in these models referring to the
characteristics of the human (number of minima encountered before evolving a
heuristic, the initiation of terminal control, threshold coefficients of variation,
deviations tolerated between acéual and devised magnitudes, priorities assigned
to meters and combinations of meters, etc.), it is clear that rather specific

sets of numerical values may be obtained for a given human controller. Once
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such evaluations are made, then predictive studies could be made in which the
same subject would again be used after the models have predicted his trajectories
and the heuristics used to generate them.

(3) Mark extensions of the current models to permit 'learning'.

The Mark I and Mark II models do not "learn'. Although a "complete"
list of heuristics is produced by the models, the selection of a heuristic from
the list involves preassigned priorities. Ideally, the organization of models
should be modified according to experience. The models also need to be modified
to permit learning relative to the initiation of terminal control. The present
models may initiate and suspend terminal operation several times during a tra-
jectory. This suggests that the initiation of terminal control was early, and
the model should learn to appropriétely modify its criterion for terminal control.

(4) Extend the present models to permit several control variables.

The present models have a single contrcl variable. These should be
extended to several control variables having several levels for each.

(5) Extend the logic of the models to permit the use of several heur-

istics.

The present models use a single heuristic from the list of possible
heuristics. Those models should be extended to permit the use of more than one
heuristic at a time. Ideally, the models should "learn'" which heuristics are
equivalent, which conflict, and whether conflicting heuristics may be weighted
or "blended" in some way.

(6) Make parametric studies of the existing models.

The existing models have many parameters which are the set of input
variables to the computer program. The programning has been carried out to

permit wide variations in the values of these paramcters. The operation and
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behavior of the models would be more thoroughly discernable if a large number

of computer runs were made with the parameters ranging over their permitted

ranges. The following is a list of some of these parameter variations that

would be particularly useful:

(a)

(b)

(c)

(d)

(e)

(£)

(g)

(h)

Vary the number of meters and variables displayed to determine
the effect on trajectory and the evaluation of heuristics by
the models

Vary the number of interpolations required before searching
for invariant meter readings

Vary the number of controls required to begin terminal
operation

Increase the number of levels for the control variable to
approximate a continous control variable

Vary the threshold coefficient of variation to determine

the effect on evolution of heuristics by the model

Use all possible nonsingular P-matrices to determine the
effect on the evolution of heuristics involving more than

one meter reading

Vary the priorities assigned to the invariance of the
individual meters and the combinations of meters

Wherever the dimensional assignments are arbitrary (e.g. cost),
vary the dimensions to find the effect of these assignments

on the evolution of heuristics of the models.
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In short, this research has laid some groundwork for the modeling
of human decision-making in control problems. The design of a mathematical
model which will incorporate sophisticated adaptive logic, associative memory
and learning capability in executing the various modes of control--probing
mode, gradient mode, terminal mode, and heuristic mode--appears to provide
challenging problems for further research in mathematical modeling of human

decision~making in control systems.
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APPENDIX A

A COMPLETE LISTING OF FORTRAN INSTRUCTIONS

FOR THE MARK T AND MARK IT MODELS




APPENDIX A

A Complete Listing of FORTRAN Instructions
For the Mark I and Mark II Models

DATE 7/05/66 AT 145422 L

PROGRAM MARK [ . 100
. DIMENSION IDTEMP (19426) 200
HIMENSTION IEM (20) 200
DIMENION IM (10) , 400
DIMENSION 1PLOT (45455) . 500
DIMENSION AMATRIX (20) 600
DIMENSTON SMV (8,20) T00
DIMENSION A (50) 800
DIMENSION ¢ {50) . 900
DIMENSION CFV(40) 1000
DIMENSION CHEAN  (40) 1100
DIMENSION cHMV (20) : 1200
DIMENSION CPIMEAN (40) 1300
DIMENSION CSGN (40) 1400
DIMENSION DEC (50) . 1500
DIMENSION EMATRIX (19426) 1600
DIMENSION EPI (%0} 1700
DIMENSION ERLY (15) 1800
DIMENSTON ESTDG (1b) 1900
DIMENSION ESTDRI (15} 2000
DIMENSION GDAL (51) ) 2100
DIMENSION IMATRIX (19,19} : 2200
DIMENSION IHV (15%420) 2300
DIMENSION INTMV (20) 2400
DIMENSION TPI (15) 2500
DIMENSION |_CA (50) 2600
DIMENSION LC8 (50) o 2700
DIMENSION LOWL (50) 2800
DIMENSION PERLY (1b) 2900
DIMENSTON PHATRIX (747) 3000
DIMENSION PHEAN (40) 3100
DIMENSION PMV (20) ) 3200
DIMENSION PPIMEAN (40) 3300
DIMENSION PPMV (20) , 3400
DIMENSION PRIR (40) 3500
DIMENSION PSGN (40) 3600
DIMENSION PSTAR (&0) 3700
DIMENSION QHATRIX (19,7) . 3800
DIMENSION SCFV (40) 3900
DIMEMSION SPICHB (B,40) 4000
DIMENSION U (15) 4100
DIMENSTON yPL (50) 4200
DIMENSION v {50) 4300
DIMENSION VAR (40) 4600
DIMENSION w (50) 4500
RCAL IMV 4600
REAL INTHY ) 4700
REAL IPI 4800
REAL LCA . 4900
REAL LCB 5000
REAL LOwWL 5100
REAL MEAS 5200
REAL S 5300

REAL §S ‘ 5400




o oc o

ATE 05766 A J1é5422
INTEGERTC 77057 ' 5500
INTEGER CHRGINDX 5600
INTLGER CMLIM 5700
INTEGER CSGM ’ 5800
INTEGKFR O : $900
INTEGER DEC 6000
INTLOER H 6100
INTYGER L 6200
INTEGER LS 6300
INTLOGER N 6400
IMTEGER @ ) 6500
INTEGER PMaTRIX ’ 6600
INTI GER PRIR 6700
IaTEGER PSGH - 6800
IMTEGER QMATHIX 6300
INTEGER R 7000
INTEGER RUDEC : 7100
INTPGER T 7200
INTEGER TeRT ’ ) 7300
INTEGER TERMC 7400
INTLGER uKS 7500
INTt GER NKS : 7600
INTEGER INTERPL 1700
INTt GER K 7800
1HTEGER J 7900
INTEGER EMATRIX RO00
INTEGER Ptigx 8100
THTI.GER NOPT 8200
INTEGER 1S 8300
INTHGER KS R400
EQUIVALENCE (EMATRIXoE) 8500
COMMUN /CCOM/ZCHGINDXy CTARBLE (8) 8600
COMHON/ECALC/PMATHIX.QHATRIX|FHATRIX B700
DIMENSION IFMTY (T7) . . 8800
EQUIVALENCE ( IFMT1(3), IELENGTH) 8900
ERUIVALENCE ( IFMTL %)y IEWIDTH) 9000
DIMENSION 1DUM (26) 9100
DATA ( 1FHMY) o BH(® EMATR K 9200
4 HHIX%*9 /4 /0 ’ 9300
w aH N 9400
[y BH{1Xy , 9500
~ hH ’ 9600
» BHING /)o1K ’ 9700
% wH Oy ) 9800
IFNTy IS A VARJABLE FORMAT STATEMENT USED TO PRINT OUT ¢EMATRIXz, 9900
12000 1S A S®ITCH USED TO KEEP FRon PRINTING THE TAPE STORED DATA, 10000
MORE THAM ONE TIME AS THE PROGRAM RECYCLES THE 2000 +1.OCK, 10100
12000 = 0 10200
MT aM; APE NUMERICAL TAPE ASSIGNMENTS, 10300
wT 3 - 3 10400
vT 4 o= 4 ) 10500
T S = & 10600
REWINND MTr 10700

FEWIND MT4 1na00




FIn 1.4

SO - R¥H *» 0 -

anoOC

NATE 7/05/66 At

REWIND MTw

READ TNPUY DATA AMD STORE On TAPE,
REAL 24 1IN
WHITE (N 2) IN
FOVMAY tYoAny
IF ( FOFy 6n) 3,1
END FILE 5
KEWIND 8

READ INPUT CATA FROM TAPE AND LisT,
READ (542) IN
IF { EOF)%) 745
PRINT 6,1IN
FORMAT(1Xy )0AB)
GO TO &
REWIND &

PRINT LIMNE TO VOID #AUTO EJECT#~« PROARAM MATMTAINS A TALLY OF

OF LINES PRINTFD,
PRINT 4, -
FORMAT (#AAUTO EJECT RELEASFE LlNE...coo.oc.onuo.oooocno“'/'l“l)

START To Riap INPUT DATA, DATA MUST BE IN THE FROPER OEDER, AND

THE PHROPER nNUMEER OF CARDS FoR LACH ARRAY,

ALL TWO DIMENSION ARRAYS ARE READ In BY ROWS .
READ (5990009} IXOUTPUT

145422

90009 FORMAT(YX41))

NPEAD ( Seln) s M

1a FORMAT(IS
READ- ( 5410) 4 PMAX
READ ( %S4)p) o CMLIM
READ (5,11) oFINTE
HEAD ( S¢)0) o TCRY
READ ( y10) 4 K
READ ¢ Se10) 4 IPSIZE
READ ( 5e10) v JQSIZE
READ ( Sel0) 4 JOSIZE
JTEMP o PHEX o )

. READ { Sy11) v (GOAL(I)s1a1yITEMP)
11 FORNAT ( F5,2)
READ ( 5412)

12 FORMAT(15)

(OEC(I) 9 InlyPMaX)

FEAD ( 5y31) » (LCA(I)y151,PMax)

READ € By11) o (LCB(I) 9 )u],PMaX)

READ ( Hy11) ¢ (V(I)aInlepMAX)

EAD ( 5911) ¢ (W(I)eTal,PMAX)

READ ( Se11) v (AtI)elm)yPHAX)

READ ( S910) o (C(1)olalyPHaX)

READ { 5y11) ¢ (PSTAR(1),1=11VHAX)

READ ( 5911) o (LOWL(I) e1a)sPHAX)

READ ¢ 5911) ¢ (UPL(T)a1=214PMAX) )

READ ( &y12) o CPMATRIX(Y4J) 4 Ja) o IPSIZE) 4T} IPSIZE)
13 FORMAT { FS%,2)

READ  5911) 9 (EPI(I)s1=]4PMAYX)

READ ( D912) l(DMA1HIX(I'J)onloJuSIZE)’IDlolGSIZE)

Jmg oM oR
READ € 5910) 9 (PRIR(I) +Im]yJ)

10900
11000
11100
11200
11300
11400
11500
11600
11700
11a00
11900
12000
12100
12200
12300
12400
12%00
12600
12700
12800
12900
13000
13100
13200
13300
13400
13500
13600
13700
13000
13900
14000
14100
14200
14300
14400
14500
14600
14700
14800
14900
15000
15100
15200
15300
15400
15500
15600
15700
15800
15900
16600
16100
16200



FIN J,4

C £
c 1
100

120

110

1o

141

195

1vn

194
196

1971
v

199

A-4

DATE 7,05/66 AT 1a%422
HEAU (5H910) ( TEM(I)yIm]oM}
READ T THE SIZE OF THE A MATHLIX==IASIZE IS THE ROVS=w
JAGSIZE 15 THE COLS,
NEAD  5e1s) o JASIZE
HEALD ( Se15) o JASI/ZE
FORMAT (15)
PHINT 16
FORFAT (#1MARK J€9/9 /08 DIMENSTOHAL MATRIX® s /94l  MypXeel e,
L2X00Taa2Xa0uBy /g 12X0008s /e /)
HEAD TN ABATRIX A HOW AT A TIME AND PRINT OUT,
DO 2n 1SUH =]14TAS12E .
RUAD { 5915) o (ARMATRIXCISHB) o JSUdB Y o JASIZE)

VRINT 17y ( AMATRIX {JISUB) y JSUR=Y ¢ JASTZE)
FORMAT (1 Xy 2013)
PRINT 1n

FORMAT (/o /s /2 /)
A0 READING OF 1HPUT DAYA,
50 BLOCK IS THE INITIALIZATYION OF YHE PROGRAM,
T3 |

TUNT = 0

JFRST = 0

CHGINDX =N

TeMPx 10,48)00

PO 170 1SUKR=1415

Dt 120 JSUh=1420

IMVIISUB s ISUB) = TENP

Ctp)es

ho 130 Isnp=1,40

PSON(ISUBY 2PHEAN(TSUR) =PP IHFAN(ISUR) BN,

ITEHY & MR

ENCODE ( fy 1106y IELENGTHY JYFHP

FORBAT (18)

ENCIDE ( A,a1106, JEWIDTH) M

Call. FhaY {ReM)

PARINT 19>

FORMAT (8 COHMPUTATIONAL FNRMa)

WRITE ( 61y IFHTY) C(CMATORIX{ISUR,JSUR) yJSUB=Y oMY ¢ ISURSLs ITFMP)
PHINT 1] .

FOUHAT (/9 /40 STANDARD FORrtny

ITiNP = 4 o K

Do 199 Ial, I7EMP

Do 14p J=lem

IOTEN (Tad) = EMATRIX(IVIFM(J)Y

WOITE (O s IFHT Y (LTOTEMP (T oI vl o®t) s Ie] o ITEMP)
DN 19 I = 1y ITENR

DO 194 1 ¢ M

EMATRIX (oY) = IDTEHP (14 ))

pRILT 19

FORMAT (/0 /9% BATRIX&4 /)

D0 19F 1SURs ISt

PRINT 198y (PMATRIXCISUB JSURY 4 JSURm) o TS ZE)
FOHAT (1 XeT7T4)

PRINT 199

FORDAT (/9 /02 OQMATRIA®, /)

16300
16400
16500
16600
16700
16000
164900
17000
17100
17200
17300
17400
17500
17600
17700
17800
17900
18000
1100
18200
18300
18400
18500
18400
18700
18800
lag00
15000
19100
19200
19300
19400
16500
19600
19700
19800
19960
20000
20100
20200
20300
20400
20500
20600

20700

20800
20900
21000
21109
21209
21300
2lan
21500
21600



FIN 1.4 DATE 7/05/66 AT 145422 ;
DO 20198 ISUIBa]TUSTZE 21700
20198 PRINT 19Ky (QMATRIX(ISUH,JSUB) 4 JSURRY 3 JASTZE) 21100
PRINT 250,R 21900
25n FORMAT (8] MANUAL CONTROL SIMULATION®,/, 220600
SIXYEMARKI® 4 /0/0/ 22100
$& CONTROL VALUE APPEARS ON METER MUMBER 194/4/y 22200
o NUMEER OF DECISIUNS REMAININGLMETER NUMRER 2%v/4/y 22300
$o VALUE OF STATE VARIABLE APPEARS ON METER NUMBER ELIVEYES 22400
s¢ DISTANCE MEASURE FROM GOAL APPEARS ON METER NUMHER A@e/y /o 22500
$% COST INCREMENT aPPEARS ON METER MUHBFR 5¢e/9/y 22600
$¢ CUMULATIVE COST APPEARS ON HETER NUMBER 6*y/y/y 22700
$¢ PARTIVIONED DIMEMNSIONAL MATRIX OF RANK&,12X4¢12) 22800
DO 1509 Im},45 22900
00 15ne Ju1,455 23000
150 IVLOT (I+d) » 8H 23100
FPLTCNT = 23200
C 200 BLOCK IS THE BRANCH POINT TO START EACH NEW SUBTRAJECTORY, 23300
200 DO 210 ISURal,2n . 23400
210 CHVIISUY) =pMV(ISUY) =PPMVIISUN) w0, 23500
ITEHR w ({ GOAL(P) ~ 240) / 10) & 1 23600
IPLOT(ITENP L IPLTCNT) » b4R 23700
IPLTCNT = IPLTCNT & 3 23800
L e} 23300
NOPl = DS = LS = KS = ¢ 24000
DKS=NKSaTERMCxA 24100
JrHEKn 0 24200
INTERBL = n 24300
CHGINDX = 0 . 24400
IF { P oNE, 1 ) CHGINDX ®w 2 24500
DO 2240 ISUpal,B 24600
DO 22n JSUuel 420 24700
220 SMV(14UByJSUB) a0, 24800
CHvi2)= DECIP) 24900
CHV (3) oGOAL (P) 25000
CHVI4) sGOAL (Pel) wGOAL(P) 25100
DO 230 fsunel 40 ) 25200
230 CSON(TISUB) uCHEAN(ISUB) oCPIMEAN (ISUB) = g, 25300
DO 240 I%UH=1,415 25400
240 U(ISUNY =g, 25500
ITEMP = P 25600
99999 PRINT 2514 [TEMP,GOAL(ITEMP), 25700
SGOAL LITEMPWY) . , 25800
', DEC(ITEMP) ¢A(ITEMP) yCHLIM, 25900
MPSTAR(ITERP) s TCRY S LOWL (ITEMP) sUPLCITENP) yLCA(ITENP) yLCB (1TEHP) 4 26000
SVIITEHMP) oW TEMP) . 26100
25) FORMAT (1H1y 10Xy eSUSTRAJECTORY ®e)3Xe124/0/0/ /1 26200
Se INITIAL VALUE OF STATE VARIABLE® 4 1TXsF15e20/4/ 26300
$¢ DLSIRED FINAL VALUE OF STATE VARTABLE®11XsF1h,2e//4 26400
$# DECISIONS AVAILAGLE TO REACH FINAL VALUE®:21Xe124/4/) 26500
$# KEFERENCE LEVEL®*933X4F15,21/, /s 26600
5% MENORY LIMIT®9459X0124/4 /9 26700
$e THUESHOLO COEFFICIEMY OF VARIATIONS 14X,F15,3,/s [ 26800

./
$¢ NUNMUER OF CONTROL LEVELS YO INIYIATE VERMINAL CONTROL®y8Xy124/0/ 26900
$oo LOWVER LIMIT ON FINAL VALUL OF STATE VARIABLFG4XaF15.29/47 27000




_ FIN 148

A-6

. DATE 7/05/66 AT 145422 L
$% UPPER LIMIT ON FINAL VALUE OF STATE VARTARLE# 44 X9F15,20/y /o
$$ COLFFICIENT OF PREVICUS STATE VALUEy A# 410X F15,29/0 /1
be CULFFICIENT OF CONTROL VALU{ BPriTXeF 15420/ /1
%8 COEFFICIENT OF COST INCHEBENTS V"»ISXoflbazc/' /s
se COEFFICIENT OF FINAL MISS DISTANCEy Wey]1X4F15,2)
PHINT 4}123 WP
413 FORIAT (91SUBTRAJFCTORY® 173474/,
$AXyCONTIO ¢y
SnXe4REMATMINGY
SOXe *CUNRE T8y
SNXgUVELOCTTY®,
BLX g HINCREMENTAL
S&X o *CUMUL A TIVE S,y /1
$0y#CHOICE u,y
SUXDECISTOINSH,
SAXIUVELOCLITY®,y
$7x,nhpnﬂua,
2uxXetCnlTo,
I 08T®e /47y
3 e Chy (1) #,Rx,
LeCHMV (2) ¢ eniXy
EOCHMY (3)0 0By
SHCMY (4) #4RXy
AECHV (5) 0 Xy
$0CHMV (n)eeBXy
$/v/)
ICNT = 3
C 300 BLOCK ESTABLISHES THE CONTROL VALUES,
300 y=lo=C(P)
310 yiy)eg=ln
NENTSS
IF(J JLELIN+C(P)) GO YO 310 .
c #CSUB4 IS a SUSROUTINE FOR PICKING CONTROL VALUES,.
C+LL CsuB (Y
GO 10 400
3ug ICNT = 3
PRINT 413 (1
GO TO 419
(4 400 BLOCK IS THE TRANSFORMATION LAWS,
400 CONT INUE
DO 641, ISup=%4M
PPMV{ISU) =PHV (ISU;)
4ln PHV(ISUDY =CHV (ISU)
cnvOy=uthn
cavi2)ynpavi2) =1,
CHVL3) 21 CA(P) #PHV (3) 41.CH(P) Cuy (1)
CHVI4) 2GOAL (P 4Y) «CiiV (1)
ChvSym (v {3} A (1)) Hap) ey (1)
CHV oY aPHV (6) + v )

I CIXOUTRUT oNEs 1) 6o Tn 9rélq '
PHIDT 4144 CHGTHDXy INTERPLLCHLIM, TERMC, Hy DSy LS, KS, NOPI, L
L Y RUTE

414 FOUPAT (o0 CHUINDX 2 8415, /,
3AGINTIENPL = %915,/

27100
27200
27300
27400
27500
27600
27700
27700
27900
20000
2R100
2R200
20300
208400
28500
28A00
28700
28600
28900
25000
29100
20200

- 29300

29400
29400
29600
29700
29800
29900
30000
30100
30200
30300
30400
30500
30600
0700
30800
30900
31000
31100
31200
31300
31400
31500
31600
1700
31R00
31900
32000
32100
32200
32300
32400



FYN 1.4

DAYE T/05/,66 AT 145422
S#CHLIM n @y 05,7/,
5?"‘”{[("(: v % 9 I/
A LIRTIPEE LTS
BE- 2%y lhy
LS = #9189/
BHOKS n 9154/,
SRANDPL =018y /7,
0L sy 1S9/,

SHNALFHA = 4, F19¢351X)
90414 CONTINUE
ITEMP = (( CMV(3) = 440 ) 7 19 } ¢ g

IPLOT(ITEMPLIPLTCHT) = 5an
tPLTCNT & IPLTCMT o )
PRINT 415 o (CHV(ISUB) e ISURSLs6)
41% FORDAT (1HN ,6815,3)
ICNT = ICur ¢ 2
IF ( ICNT ,GE, %4) GO 10 R {11}
419 DO 42n ISURS)eM
420 MV ISURY =CHV (ISUR) =PHY (15UR)
IF ( JFeST JME, 0 ) GO TO 490
IF{ CHGINDX,6T, 20C(P)+1) GO TO 1500
440  CALL csus(y)
G0 TO 400
490 IFRST = IFRST & )
G0 TO(440, 1500) [#RST
C 4no BLOCK = IMTERPOLATIONS AT Z¢RD COST INCREMENTS,
500 IF(H,liL,1) GO TO 550

TELIMV(J)S) (BT 40,0 N aN -2
N o Nel

D=2 D+ .

MEAS » M®1,) /7 (D81,)

I (MEAS +BEs 4%) GO TO 1300
L=lhe)

GO 10 4000
550 IF{CHVIS) 4MEG04) GO TO 700
K=l
560 TNTEV(K) nCiV (K)
KaKel
1F (Ko LE M) GO TO “60
INTERPL=INTFRPL ]
1l
Ny STu 1SUNel om
8Tn SHVIIISUH) »EINTMV (1SUR)
K=1
540 JeCHLIM & |
590 SHVII4K) = SMV (1=l K)
1ul-]
IF(1,67,1) GO TOQ Y99
K=Ke)
IF (KoLt oMY GO YO w00
IFCINTLRPL JCELCHLIMY GO To 1000
C 600 BLOCK = oHOICE UF CONTROL uY MINIMIZING,
600 Y5UisE16-CLp)
ITEL P2 (C(P)*2) 4 ]1SUn

2500
32n00
32700
3zno0
32900
33000
33190
33200
33300
33400
33500
33600
33700
338090
33900
34000
34100
34200
34300
34400
34500
34600
34700
34000
34900
35000
35100
35200
3%300
35400
35500
35600
35700
35800
35900
36000
36100
36200
36300
36400
36500
38600
36700
36800
36900
37000
37100
37200
37300
37400
37500
37600
arroo
37800



FYN 1.4 DATE 7/05/66 AT 145422
T XXMIka 10,6101
DO 620 JSUR=ISUG, ITEHP
IFLEAVIdSHn, B) 062  GE ,XXHEH) GO TO 620
XXHENe MV (JSUH e S) e g
J=JdSUh
620 CONTINUE
GO 10 400
C 700 BLOCK = SEARCH ALGORTTHM,
Too v (INVIUs9) o LTed,) 0 TO 4gn
TFECHV L) (E0PMV (L)) 6O TO Thy
Call Ccouth
G0 TO 400
T40 catl csusiy
6o TO 400
TS50 IH (PPHVIS) JLT PHVI(5)) 60 T0 T4n
IF U PRHVIL) sCHVY(5) b0y 28 PHV(S)) GO TO 740
4 Fe0 BLOCK = INTERPOLATION OF METER READINGS,
8i0 ALFHAa (PPHV(5) =CilVS) } /(2,4 (PPHV(5) = (28PHV(5) ) 4 CHV (D) ))
K«
IF { ALPHAGE Ny) GO TO p%e .
BEN INTHV (K} aPMV IK) « LALPHAS (PHV (K) »PPIV {K! ) )
K=Kel °
IF(K LE, o) 60 70 @po
Gn 10 900 ) . .
B85 INTHV{ER}a PHEV(K) ¢ (ALPHA® (CHV(K) «PHV (K} ))
K=Kel
IF(K (LE,Hy GO YO 8%
C 900 HLOCK = STORAGE OF METER READINGS,
960 CONTINUE
IF C IX0UTPUT NE. 1 ) GO TD 90900
PRINT 888404 ( INTMV(ISUR),ISUR = 1420}
8BB4 FORAAT(® INTMV = #5/4/y (1XsF2043))
90990 CON1IMUE
IMTERPL = JHTERPL 1
I}
DO 919 KSHN=),H
9lo SHVIIWKSUS) e INTHVIKSUN)
LS|
Y2 Y=CHLIH o )
Y30 SHVIIeK) 2 SMY(Tw) k)
1=1+~]
Ir(l ,GT,1) GY 10 yvio
Kahey
JE (K WLt M) 6O TO 92n
I (INTERPL oLT. CMLIM) 960y 1000
Ynp o caLl. Csun )
() 10 400

C 1000 WLOCK « cUMPUTE COLFFICIENT OF VARIATION FOR METER READINGS,

1000 M5 = cHLIH
§35h="
[N |

1nlg 1.2
§6 = § =

1020 $=5451V{1,yK)

37900
3uo000
36100
38200
38300
3R400
30500
neon
nvo0
38800
3IN00
35000
39100
30700
32360
39400
39500
39600
39700
39500
39900
40000
40100
40200
40300
£0400
40500
40600
40700
40800
40900
41000
41100
41200
41300
41400
41500
41600
41700
41R00
41900
A2000
42100
42200
42300
42400
42500
42600
42700
428010
42400
43000
43100
43200



FIN 1,4

BATE T/05%/766 A1 14%422
SSu55s (SMVITgK)ee )
tafs
IF(L ,LE, CMLIHe)) 6O YO yp26
VAH(K)H(SS—((S”S)/(NS‘I-)))/(HS"I.-IQ)
IF ( 1XOUTPUT WHE. 1 ) GO TO 91020
PRINT #9999, VAR (K)8S,S,NS,K

HY999 FORMAT(® VAR ® ©,F20.44/7,

v102n

1050

c 1100 ¢ 1200 HLOCKS = COMPUTE COFFFIGIENT OF VARIATION FOR
C

11a0

1119
112n

1134

1150

88920
91160
116n
1170

1la0

1200

$8 S5 £ HeF2n,b,/,
36 S w €4F20,44/,
$* NG 3 6yfn,/,
$0 K = %41y /0/)

CONTIHUE

CHMEAN(K)z S/ {NS#],)

CRIMEAN (K) = 1, )
SCFVIK)eVAR(K) / (CMEAN (K} 082}

IF { SCFVIK) oLT, 04 ) SCFVIK) = « SCFVIK)
CEVIK) a SGRIF(SCFV(K))

IF L CFV(K) ,GE. PSTAR(P)) GO TO 1100
NOPIeNORT ]

CSGNIK) =]

WRITE (MT3) Ky CMEAN(K)

COMBINATIONS OF METEHK READINGS,

KrKel

IF(K ,LE,M) GO To lolo

KxMel

¥SUHK = 1

I=sCHMLIM ¢ 1}

TeEMPxl,

DO 11306 fsyn=l,m

JF € SMVI(I,1SUL) JEQe 04) GO TO 1130
TEM“:TFMP«(SMV(I,ISUB)anMATHIX(Ksuu,zsua))
CONTINVUE N
SPICH (14K} nTEHMP

Isl-)

IF(1,87,1) <0 TO 1)20

KSUR w KSUR ¢ }

KaKel

IF (R Lt s2¥M=R) GO TO 111ln

IF ( IXOUTPUT +NEe 1 ) GO TO 91160 .
PRINT 08920y ((SPICB(ISUR,JSUBY yJSUB=1,10) s ISUBR],8)
FORMAT(#]1SPICR u w4/,
$010(1xstF12,6)))

CON1INUE

NSHCHLTH

§Sehun

KeeMe)

[=?

S ®m S5 80

SaSeSPICHTYN)

§5=55+ (SPICB(I4K)#n2)

Ialel

IF{1 (LE. CrLIMs)) GO TO 1180

VARIK) = (85~ ({S®S)/INS®L4) ) )/ LINGS1 ) m],)

43300
43400
43500
43600
43790
43800
43900
44000
44100
44200
44300
44400
44500
44600
44700
44800
44900
45000
45100
45200
45300
45400
45500
45600
45700
45800
45900
46000
46100
46200
46300
46400
46500
46600
46700
46800
46900
47000
47100
47200
47300
47400
47500
47600
47700
47800
47900
48000
48100
48200
48300
48400
48500
43600



FYW 1.4

A-10

DATE 7705766 AY  14%422
CPIMEAN(KY = S/(Nn38],)
SCEVIK) aVAR(KY Z(CPIMEAN(K) 802)
IF ( SCEVIK) JLT, 0, ) SCFVIR) = « SCFV(K)
CHFVIK) eSORTF(SCFV(K))
IF L I1X0UIPHT (NE. 1 ) GOTO 912060
PIINT 9993, VAH(K) ¢S53SeNG 4K
91200 COMTINUE
TFICFVIR) LGF PSTAR(M))Y 6O TD 1270
NGPL=NOPT ¢y
CHON{K )Y =\
ITEHP = K o M
DG 1218 JSUH =) oM
121 InTEUP (ITEMPIJSUB) = EMATRIX{ITEMP, Jsun )
WRITE (MT.) CPIMEAN(R), (IDTEMO (ITFMP,JSUR) ¢ JSUB=] o M)
122n Kaks)
IF (K (Léos 2%M=R) GO TO 1170
IF U NOPIGLEs N) 6O TG 17950
=1
6 Y0 4p0n
1259 Calbl CcsuBty)
GO TQ 400
C 1300 + 1400 BLOCKS ~ CHOICE OF CONTROL ON HEURISTIC,
1300 (OMNYINUE
I { IXOUTPUT oNFe 1 ) 6O TO 491300
PRINT 888l10,CPI yCHV(KS) ¢CHEAN (KS) 4KS
BB8Y1n FORMATI /1/98 CPY = &y ¥ 20,3,
6 CHV(KY) = #4F10,398 CHFAN(KS) e 2sFl10,31% KS = #4]12)
PHINT B8BBZ2ns (TPT (J50UH) 1.ISUI=]416)
BBBZ20 FORNATC/0/e/s © THD u &y/0/y  (194F2043))
PRINT 88860, CHINEAN(KS) JEPT(KS) (KS

BUBEn FOPIATI/1/46 CPIMEAN(KS) = ®1E20.30% EPI(KS) » #9£20,3s

e RS = 9412)
91300 CONTIMUE

T (CPIME At (KS) ~EPL(P)Y (LE, P! AMD.
SCPINLANIKS)SEPT(P ) GL, CPI } 60 TO 1400
Jalrwr ()

1320 IF (191 (J) et en,) GO TO 1330
1325 PILRLY(J)a «10.%%)00
6o To 1S5
133n ESTURT(J)a(CPIMEAM(KS) -CP ] VAU SN
IF(ESTOPI(Y) LLE, 9e) 60 YO 1124
PLRLY (N =2CMV (2 ) «ESTUPT ()
TF APELRLY () oLEW04) PERLY (J)e=10,%8100
13506 a=J91
TF() LLE, 13+CtP)y) GO To 1324
190 =14=C(0)
ITEDP= {(C(2)% Y a1SiH
Xatinne]lnnolg)
N 137 JSUE-1SUB, ITEM
TECPERLY (OSHM) oL Te XXMINY 60 TO 31370
XXM LMzl RLY (JSU)
NEN Y]
1370 ConTIvut
6 TQ 400

48700
ABRDO
48900
49000
49100
45200
49300
49400
49500
49600
49700
49800
49900
S0000
50100
50200
50300
50400
S0500
50600
50700
50800
%0900
$1000
51100
51200
51300
51400
51500
51600
51700
51800
51900
52000
52100
62200
52300
52400
52500
52600
52700
S2/00
52900
53000
53100
53200
53300
51400
53500
53600
53700
53000
53900
54000



A-11

FIN o4 DATE T/05/66 AT 145422
1400 1SUHE Y10=C(P) , 54100
ITEMPR (L (P)ep) s ISUR S4200
XXMIN o Jn erin] 54300
D0 1420 JSURa1SUD, ITEMP 54400
IF ( IPI(JSUB) €82 (GE. XXMIN ) 6O YO 1420 54500
XXHINe[PI(JSUD) o% ¢ 54600
JeJdsun 54700
1420 CONTINUE 546800
60 YO 400 54900
(& 1500 HLOCK ~ DETERMINS It TERMINAL CONTROL SHOULD BEGIH, 55000
1500 IF( CHVI(2) ,6T,04) GO TO 15]0 : 55100
IF(TERME,L6GT,0) GO TO la0n 55200
PRIMT 1505, P L . 55300
1905  FORMAT(# SURTRAJECTORY @4124% ENDED USING SEARCH PROCEDURE ¢®924/) 55400
GO 10 1800 55500
1510 IF (GOAL(P41) =LOWLIP) LELCHV3) ,AND, 55600
SGOAL (Pel) «UPL(P) ,GE.CHY(3)) 60 TH 1890 55700
T . 55800
JSUH £ 10 « C() . 55900
1530 IF ( IMV(JSUB.4) L,EQ. 0e ) GO TO 1540 56000
ESTOGtJSUBY = = CMVI4) / IMV (JSUH,4) 56100
IF { ESTDG(JSUK ) oGT, 0. ) 60 YO 1545 56200
1540 E/ LY (JSUH) » =10,%%100 56300
GO YO 1560 ) 56400
1545  ERLY(JSUBY = CMV(:} = ESTNG(JSUB)Y 56500
1550 IF ( ERLY(JSUBY LT, 0, ) 60 TO 1540 $6600
T=T +1 56700
1564 gsuis = gsup + 1 ) 56800
IF ( JSUB LE, 10 ¢ C(P)) 60 TO 1530 56900
IF(T (LE.TCRT) GO To 157n 57000
TERIC = 0 57100
IF CHVIZ) otte FINTERM ) GO TO 1570 57200
CPI » CHMVIKS) / CMEAN(KS) 57300
60 T %00 57460
15T TERMCaTENNCS] ) 57500
C IF(TeGTe0) 160091700 57600
c 1600 ¢ 31700 BLOCK « CHOICE OF CONTROL FOR TERMINAL OPERATION, 57700
1600 I5VLe)0-C () 57800
ITEMPx(C(P) #2) 4 1SUB 57900
XXxi4JNe 10, ,04]101 56000
Do 1670 JSUBRISUBITEMP 58100
TFAERLY (JSUB) 242 ,GE 4 XXMIN) 60 TO 1620 $8200
XXMINSERLY (JSUB) evp 58300
JadsUt . 58400
1620 CONTINUE 58500
GO Tu 400 SR600
1700 IsUls]p=C(p) SBT00
ITEMPx{28C(P) ) ¢ I1SUY sSepno
XXMIN=10,92]01] 58900
DO 1720 JSURSISUB, ITEMP 59000
IF (ESTDGLISUR) €22 ,6L o XXMIN) GO TO 1720 $9100
XXMIn=bSTHG (JsUi)eae $6200
Jadhun 59300

1720 CONTINUE 59400




FIN 104

€ 1
1600

1804

180s
1845

1810

1807
" 1829

189q

A-12.

DATE 7/05/66 AT 145422
GO. T0 400
100 HLOCK « DETERMINE PEMALYY AND TOTAL COST.
ALOWL = GOAL(Pel) = LOWL(P)

AUPL = GOAL(Pel) +UPL (P)

IF CALQUL (LEFJCMV(3) ,AND

SAUPL.GE, CMV(3)} GO TO lale
IF(CHV{3) oL ToALOVL) GO TO 1805

TCsTm W{P)a ((CMV{3)=ALPL)0e>)

PRINT 1804, TCST .

FORMAT(OORENALTY 1S®4F20,3)

TCST » TCST ¢ CMV(A)

PRINT 1806, TCST .

FORBAT (# TOTAL COST IS #,F2n:2)

G0 YO }B2n . oo

TCST= W{P) e ((ALOWL-CHMVI3})esp)

PRINT 1804, TCST

TCST w TCST o CHV{G)

PRINT 1806, TCST

G0 Yo leen

TCRT » YCRT « 1 o

IF ( TCAT LT, 1) YCRT w §

TcST e CHV (L)

PHINT 1497 , TCST . )
FORMAT (¢ PENALTY IS 0%4/4% TOTAL COST IS ,F20,2)
Ko 0

1Sk=x}

60 T0 2000

IF {TERMC,BT40) GO TO 1900

IF U JHY(UsS) oLTe 04} GO TO 400

calb csud(yn

GO TO 4060

c 1900 HLOCK = CHOICE OF CONTROL FOR TERMINAL OPERATION,

1900

1920

nNeoO

000

2001

1SUti10=C (P}

1TEHPR{C (P)#2) + ISURB

XXM[N=lD,%010]

DO 1920 JSUHBISUR,TTEMR )

IF (IMV(JSUB &) 882 ,BEJXXMINY GO TO 1920
XXMIN=IMV (JSUB4) #e?

JaJ-un

CONTINUE

GO TO 400

2000 LLOCK = DETERMIMATION OF HEURISTICS AND CONFIDENGE MEASUKES

AND MELIORY LIMIT FOR NEXT SUBTRAJECTORY.
COMTINUE

IF 12000 +EQ, 1 ) GO TH 2009

12000 = 1}

END FILE MT>

END FILE M™Y.

FEwIMp HT 2

REWIND MT o .

1F O INTEPPL LLY, CHLIM ) GO YO 2409
ICNT = 4

PRINT 20015

FORMAT(®]ETERS READING CONSTANT FOR SUBTRAJECTORY#4134/0/)

$9500
59600
59700
59800
59900
60000
60100
60200
60300
60400
60500

60600

60700
60800
60900
61000
61100
61200
61300
6)400
€1500
61600
61700

€1R00
61900
62000
62100
62200
62300
62400
62500
62600
62700
62800
62900
63000
63100
63200
632300
63400
63500
63600
63700
63800
63900
64000
64100
64200
64300
64400
64500
64600
64700
64800



A-13

CFTH 1.4 DRTE 7/05/66 AT 145422
2002  READ (1T3) I0UML, Toum2 44900
IF ( roFy MT3) 2005, 2004 . 65000
2004 PRINT 1061, IDUMI, lhumz 65100
T OIGNT m ICNT e ) 6200
IF ( ICNT ,GE, S4 ) GO Ton 2n17 . 65300
061 FORDAY tenHEN COST INCREMENTS BRE MINIMAL), METER ey 6%400
: $ 120% HEADS #,F17,2) 65%00
60 Te 2002 . 65600
2005 KEAD (MT4) JDUMI, (IDUM{ISUR) 3 1SUSuly M) 65700
1F [ EOF 11T4) 2008y 2006 65800
2006 PHINT 120%, I10UMLy { IDUM{I5Ui) o 15UBRL) M) 65900
ICNT = JCHT ¢ ) 66000
IF ¢ 1CNT B, %4 )} 60 TO 2hlg . 66100
1205 FOR“AY (#0VHEN COSY INCREMENTS ARE MINIMAL, THE FOLLOWING COMRINATS 66200
$321UN OF METER READINGS EQUALS #,F 17,2 66300
Syl b1Y) 66400
60 TU 2005 66500
2008 REWINMD MT3 66600
KEWIND MT4 66700
2009 Jsw = o 66800
KaKgsl 66900
I (K,GT 2¢M-F) GO TO 2050 67000
TF (PSGNIK) ®CSGN(K) oNEWle) GO TO 2000 67160
TEME = (1, e DSy 7 {2, ¢ DS ) 67200
IF (aFQ,K5) GO TO 2018 67300
2018 IF{ISWLLE,?) 1549a7 Lo 67400
IF 0L JLb, B (aND, PHEANIK)JED, CMEAN{XK)) 60 10 2020 67500
IF K WGT, M JaNDe PPIMFANIK) GE0, CPIMEANIK)) 6O TO 2020 67600
PRINT 2015,k . 67700
2014 FORDAT (#naNIMENSTIOMLESS PARAMETER MUMIER é,12, . 67800
¢ IS IWVe TAUT WITHIN BUT nOY BETHEEN SUBTRAJECTORIES #) 67900
GO 10 2n00 68000
2017 PRINT 200l 6K100
ICNT w3 . 6R200
00 TO 2002 68300
2019 PRINT 2001 68400
: ICNT = 3 68500
60 70 200% 68600
2016 PRINT 2005, K, TEHP &1700
2005 FORVAY (20CONFI0EHCE MEASURE OF HEURISTIC BASED ON .y 68800
SolIREHSIONLESS PARAHETER NUMBER a,12,8 IS EOUAL e, 68400
$0T0 *4F20,4) 69000
RET BN ] 69100
o T0 2010 i . 69200
2020 IF € US¢ L5040 1 ) IS¥ = 3 69300
PRINT 260259 ,K . . 69400
2024 FORYAT (@G ENSTONLESS NUMHER #,12,6 IS JNVARTANT #, 69500
Sew1THIN A4h BETWELN SUBTRAJECTOUIES #) 69600
6N TO 2000 69700
2040 JsUns2eiden HGH00
00 206N Tuusa] 40 69900
PEIMEAN (1502 e CPTHEAN (T5HE) Yoo0o0
PUEAN (ISHR) = CHEAN(ISUN) 70100

2060 PSGAH{]ISUN) © CSOyLISUN) Y0200



FIN le4

2ot

2075

2080
2005

24871

2090
2195

20806

2u9s

A-14

DATE 7,05/66 AT 145422

IF (1SW (F0,3) CHLEMaCMLIMe?

TR {ISW,FUL2) CMLINRCML M1
IFLCMUIM LT, 1) CMLIMs])

DO 2070 fuun = 1, 45 ) )
IF G ISUM #Q. ((COALIPST) = 444) © 10) ¢ § ) 60 TO 2070
IF € IPLOT (ISURDEC(P) o 23 ,E0, RR )
SIPLOT(ISULLDECIF) 2 } 8 g

ConTINUE

ITEMP » (( GOAL(Pel) - 44n) / 10) o 1
IPLOTUITEPODECIP) 42) « 678

IE L CHVUA) o804 04) IPLOT(ITERPYDECIPYI®? } = 54p
ITEME » 450

BN 2075 1SULR2945

IPLOTLISU . 41) = JTEMP

ITEEP w 1TFMP & §p

ITEMP w DEC(F)

Do 200 ISux = 2, 5%

IFLOT(1eISU2) = JTENP

ITEVP = $TEMP o )

1F ( 17TEMP ,LT¢ 9 ) GO 1D 2085

CONT INUE

1TERP = DEC(P) .2

JTEHP w  4g

PRINT 2ant,p

FORNAT (s1VELOCITY AS A FUNCTION OF REMAINING DECISIONS#,
$o FUR SUBTHAJECTOHY®413y/,/)

DO 2090 150Y = 2 4 4%

JTFMP w gTekP w ]

PRINT 20959, (IPLOT (JTEMP,JSUB) (50N, ITENP)
FORMAT(1X0139 S5({2XsR1})

PRINT 2089¢ ( IPLOT{Y41518) ¢ 1SULIR2 4 ITEHP)
FOOMAT(1X 93Xy 55(1Xy12))

IPLICNT =

Do 2096 ISyl = 1,45

Do 2006 JunH 1,55

I'LOT (ISUB,J5UB) & 8H

P:P‘A

12000 « 0

IF (P JEQ, 8 ) GOALIP) w 570,0

1IFRST & ] .

REMIHN 1T

HEMWIHD MT,

TP WLE PUAX) GO YO 200

PRINT 3000

FORNAT{®JEND OF TRAJ,#}

CrLL EX]Y

‘o

IF U PRIM(K)Y +0, L )} GO TO 4:1%

K = ¥ o1

60 T0 4aln

IF 0 CSUNIKY oHRe § ) GO T 44517

L o w &}

1F £ L JLv, 20M=R) GO TO 400D

H oo 9

70300
70400
70500
T0600
70700
T0800
70900
71000
Til00
71200
73300
71400
71500
71600
71700
71800
71900
12000
72100
72200
72300
12400
12500
T2600
12700
Y2000
72900
73000
73100
713790
73300
73400
13500
13600
13720
13800
73900
74000
74100
T4209
74300
74400
74500
74400
Ta70n
74800
74300
75000
75100
75200
75300
75400
75500
18600
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437

4030
4445
4050

4055
4060

A-15

PATE 7705766 AT 145422
C.LL € sun (J)
e YO 400
[THEI |
05 w Ty {2)
LA =g
KH m K
[ |
n = ¢
MEAS = 0,4
IF { XS JGE, M ¢ 1 ) 60T 4néy
IF { CHEAN (KS) LED, 0, )} GO TO 4716
CPI = CHVIKS) 7/ CHEA'H(KS)
Jelp = i)
1014J) = IUVIJeKS ) / CMEAr(KS)
JerJs ]
IF € J «GY, CU(¥) « 10) 1300, 4030
TEMP w 1,
KSU) o K5 - M
DO 40%0 JSUt & )y M
IF 0 chVILSIE) oEfte 0,) GO TG A0S0
TEM? » TEIP ® (CHV(ISUN) 28 EMATRIX (KSUR,ISULY 3
CONTINUE
CPl = JEip
J= 18 oo
ItHP = 0,
DO 4060 ISR = 40 .
TENP e TErP o LEBLTRIX(KSURs TSUB) @ THV (I ISUBY Y /2 CMVITSUN))
11 (dy s CPL & THP
Je Josy
IF €0 .67, 10 & c(P)) 6n 10 1300
00 10 4055
E D

75700
15000
75900
76000
76100
16200
76300
76400
T6500
76600
76700
76800
74900
77000
77100
77230
77300
17400
T1%00
77400
17700
77800
17900 -
78000
76100
18200
78300
TR400
1500
TI8600
18700
18800



Fin 148

A-16

NATE 7/05/66 AT 145422
SUBROUTINE CSUD(J)
COMEON/CCOH/CHGINDX yCTABLF ()
DATA { CTAHLE =040y 1102124 e~1) ¢ (CHGINDY®O)
YYPE INTEGER CHGINUX(CTARLE
JaCHGINOX~ (CHGTNGX /D) #84]
J=CTAGLE (Y) 21
CHGLINDX=CHGINDX ¢
Ry TURN
END

100
200

400
s00
600
Ta0
&00
900"
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C
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DATE T7/05/66 AT 145422
SUBROUTINE EHAT (RyM)

THIS PROGIAM HAS BEEN CHECKED OUT AND IS 70KE 602086

—

2

21
23

20

w

>

o

SUBHOUTINE EMAT COMPUTES EMATRIX® (=OPINV,K®I) WHFRE Q4P ARE
FURRISHED THRU LABELED COMMON, DIMENSIONS ARE P(R4R)e Q(MeR,R)
AD 1T (HeRt MRy, PIV IS COMPUTED FROM P AND HENCE P MUST BE
NON=STHGULARY K IS A POSITIVE INTEGER CONSTANT WHICH 1S THE
SMALLEST IMTEGER WHICH WILL ALLOW PINV YO HAVE ALL INTEGER
ENTRIES ) ] )
COMMON/ECALL/P T 7)9041547)1E(19:26)

DINENSION TTEMP(T414)y IPRIME(S)

DATA (IVRINF=243,54¢7411)

INTEGER PensEsR

BO 1 J=leR

D ) Iwief

ITERP(T 2 ) eP (19U}

ITEMP (IyJeR) w0

Do 2 JwlyR

ITERP (T 14R) &}

IRefeR .

CONSTRUCT ITEMP w (P4l)

DO 3 IPml.R i

1PV ITEMD (P, IP)

KEQUCE P T0o DIAGONAL MATRIX BY INTEGER ROW TRANSFORMATICGNS,
IF(IPIV) GO TO 20

DO 22 Imfbyn

IFLITEMP(T41P)) 6O TO 21

CONTINUE

60 10 19

DO 23 J=IP,IR

ITENP(IP e J) 21 TEMP LIP9 ) o ITEMP LTV )

IPIVelTILHP (1P ,41P)

PO 3 I=xleR

IF(I,60,1P)G0 TO 3

IPPIVITEEP (1,1P)

DL 5 JUsiyelr i R L.

ITEMP AT D)= ITEMP (I 0U) S IPIVEIPPIVSITEMP (1P J}

CONT LHYE

COMPUTE LEAST COMMON POSITIVE MULTIPLE OF DIACONAL ELEMENYS
1#100=a}

00 4 talyil

IPIVaITENP (Je1)

IF ((IPROO/ZIPIV)®IPIV,EQ,TPROU) GO TO &

1PROLIE IPROD®IPIV

CONTIHUE

IFLIPRODGLT,0) TPROD=-IPROND
UGITTITY

MULTIPLY PIMV BY ROW BY LCM,
By 6 I=leil

MULT=IPRODZITEMP (141)
ITERP (141 mIPROD

D0 6 J=IRP] IR

ITEEF (To ) mITEUP (14J) eMULT
DETERMINE 1F PIS SINGULAR,
IF(IPIVLEQ,H)GO TO 39

100
200
300
400
500
600
700
800
900
1000
1100
1200
1300
1400
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900
3960
3100
3200
3300
3400
3500
3600
3ro0
3800
3900
4000
4100
4200
4300
4400
4500
4600
4700
4n00
4900
5000
5100
5200
£300
5400
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D

10

12

B -

16
15

17

19
102

A-18

ies1 DATE 7/05/66 AT 145422
Pn

REMOVE FACTORS OF PINV AND Ka
IPIVSIPRINE(IP)

TECUITEMP (Lo 1) ZIPIVYSIPIVLENGTEMP (1,1)) GO YO 7
IP=lPsl

1F (1P, 6T %) 8,9

DO 10 JnIRPISIR

Do 10 pelyn . L
IFCUITEMP (T d) ZIPIVIRIPIVEDITEMP (I d)) 1041}
CONT IHUE . .

ITEFP (e I mITEHP(191) ZIPTV

no 12 J=lp1eiR

D0 12 Is}yn

ITEEP(TydYa JTEHP(IWJ)/ZIPIY

6o T0 1)

TFALABS(ITEMP (14,J) ) 4LT,IPIV)D,14

IRP =M=R .

FORH =QePINV

00 15 I=lyIRP

N 15 Jm1¢R

IPIV=y

00 16 Kelyh . .

IPIVRIPIV-Q{]1K) $ITEMP{KyJeR)

eIy =IVIv

AOD K=1 To FMATRIX

00 37 P=1e16P

DO 17 J=1xp)eM

Elledy=n

DO 18 IPzt.IRP

E(IPy R «1IPI21TEMP(141)

RETURN WITH EMATRIX ® (=QepIHV, Ke)

Rt TURH

EXIT JF P IS SINGULAR,

PRINT 1602409 CLITENP () 911 0R) 9 D219 IR) L.
FORMATI2TH #88P-RATRIX IS SINGULAR,R=412/(7110})
CrLL EXIT

[ Z))

5500
§600
5700
5A00
5900
6000
6109
6200
6300
6400
6500
6600
6700
6890
6900
7400
7100
7200
7300

7400 °

7500
7600
1700
7800
7900
8000
8100
8200
81300
8400
8500
8600
8700
8800
8900
9800
9100

i
|
!
é

%
i
|



FIN 1.4
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A-19

DATE 7/05/66 AT 15051%

DIMENSTON VAR (40)
DIMENSION N (b0)
FEAL My

T REAL THTHY

REAL IP1

RE AL LOWL
PEAL HEAS

nEaL s

RUAL 85
INTEGER
L ENWIaTE
11 ore
JuThGE R
INTEUER
THTEGE R
| T8 PR EI 1]
LiTiben
INTHOFR
Inyi G w
| B IR
| IR TR Y]
) I I T T
TuTt GER
THTLOER
INTEGE R
INTEGE K
LHIEGER
T.aTLOF R
ILTEGER
THTLGER
INTLOFRI
| S IR RT
IR
1LTEOER
tHIFGER
TNIEGRR
THTLOFR
10T GF i
InThGep

[
CHAIMNDX
CHLIM
Chom

0]

bEC

H

L

[

N

P
PUATHIX
Prs
Pons
OHATRIX
[

ROEC

¥

Tent
TLw~C
DKS
nNES
InteReL
K

J
EIATRIX
Py
Kop ]

0s

LS

FOUIVALENCE (LMATRIX k)

COMHON ZCCON/CHOINDXy CTARLE (n)
COMLOSZECAL C/PHATHIX g OMATH T X o EHATH I X
OINENSTOL TFNEL (T

FRULVALEHCE { LRI (3)y TELFBGTHY
FoULVaLttice € TFMTL (L), TEWInTIY
OIMUHSTON T0UN (26

DATA ( IFAT1 e Mi(# RitATR [

JFiTy 1S A VArTApL

[N EL VAV '
by

LLIEN S XY

ot

Bultas/y ol
ity )

)
E FORMAT STATEMINT USED YO PRINT QUT #FMATRIXZ,

%500
S400
s700
L]
5900
6000
6io00
6200
6300
6AN0
€500
6500
6700
6000
6900
7000
7100
7200
7300
T400
7500
7600
7700
Thoo
7900
£000
njon
azoo
t3on
8400
#500
8AO0
8700
6H800
k900
9000
9100
9200
9300
9400
9500
$A00
9700
9n00
9500
10000
10100
16200
10300
10400
10500
1orne
10700
lonoo

|
,
4
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A-20

PATE 7/6%/766 AT 1I%as1y

2000 1S & S21TCH USED TO KELP Frou bRINTING TRE TAPE STORED DAtA,

HOKE Tridn ONE TIME AS THE PROGRAM RECYCLES THE 2000 nLOCK,
12000 s 0 )

MT 27 ARE HNUMERICAL TAPE ASSTGNMENTS,
Mt 3 e 3
HT 4 ¢ 4
HT % s 5
ReEWIND MT3
PEWING HT4
HEWIND MT

HEAD THPUT DATA auD STONE On TAPF,
PLAD 2y 11
VHITE(Be2) N
FORMAT (1041)
IF U FOFy 60} 341
EHD FILE S
REWI') 5

READ INPUT DATA FROM TAFE AND L15T.
READ {%42) IN ’
IF { E0Feb) 745
PIIINT 640t
FORUAT () Xe J0AK)
aN TO A
feslun 5 : )

PELHT LINE TO VOID #aUTO EJEGT#~- PROGRAM MAINTAINS A TALLY OF

CF b eSS PRINTED,
BT 9, )
FORDAT(®AAUTO EJECT PELEASE LINTossooonsavoososnsasaaa®sZsitt])

STAET To READ IMPUT DATA, DATA MUST WME 1N THE PROPER OEDRER, AND

THE PEOPER GubBER OF CARDS FOR EACH ARKAY,

ALL THO DIMENSION ARRAYS ARE READ 1135 OY ROWS,
REAL (5920000) s IXCUTPUT

90009 FOPIAT(9Xy1])

READ ¢ S4J0) o M
10 FOFHAT(IS)

READ ¢ S4¢10) 4 PHAX

READ ¢ Sgelo) o CMLIN

PEAD ¢ Se11) o FINTLRM

RLAU  S910) 9 TCHT

KEAU ( Se10) o B

READ ( b410) 4, IPSIZE

KEAD ¢ Seln) o laSIZE

READ -t 5910) ¢ JNSILE

JTEME = PMAX o )

FLAD ¢ Sy11) ¢ (BOAL (1) y1a),1T7E0p,
11 FCRMAT ( F5,.2)

RLAD € 5312) 9 (UDECHD) o LelyPHax)

12 FoattATL]S
PLAD ¢ Sytl) o (CSTUTIyel-1,Pay
READ f Se11) ¢ (FIA(T)¢Tay,Priay
READ ¢ He11) o (VID el=lepniax)
PeAD ( Sel1) » (D) sTel ANy
READ { Sal1) o (AQL)eIn])PHAX)
READ { Sel0) o (C(D aDs)ypiiax)

10900
1to00
11300
11200
11300
11400
11500
11n00
11700
1100
11700
1enn0
12100
12200
12300
12400
12500
12600
12700
12noo
12903
13000
13160
13200
PR RT]
13s4no
13500
13600
13700
13p00
113900
14000
14100
14200
1400
laann
14500
14600
14700
14800
14900
15000
15100
15200
15300
15400
15500
15600
15700

L 15000

15900
16000
16100
16200



L FTN 1.4

t

I I R R ]

C

DATE T/65/66 AY

Frodnbat sk 1)

STATE. AR iT RS FOR HMARK Y1

IGENSYOd A (L0)
0yt L t9D)
00 aCCEL (o)
DIBEEGTON sl {50y
Lfr e R 1Y

} 15 A AT O Y]

it at LFFY

REAL ETA

pEall €SI

fOAL FACTOR

HIAL S

IDTENP (19926)
1+ 129)

AN I (10 .

ks SI00 PLGT(13545%)
pi T1ON ANMATRIX (20)
D1 PSEON AV (8 20)

ooy

i (bﬂ)'

30 CFV(40) )
wOCULANM  (60)
eV (20) o
celtian (40

L TGN (40)

ore (90) )
FHATRIX (19,26)
PErloLe

ST (19)
P enToPl (15)
coat 5y
i TSATRIX (19419)
Pyav (19.20)
TV (2e)
510t el (1)
ENHATON 1LOYL ($9)
BIRELLTON BERELY (10)
QINAMSION PHATRIX (T497)
01 STOH poCAN (20)

PIGLIGTON PRV (20) 7~ T

DIEEMSTON pRINEAD (40)
DIHLNSTOH PRIV (20)
DINLNSTON PPIR (40)
OIHENSION PRGN L4A0)
DIGLESLGH PSTAR (9)

DIFLNSION QUATRIX (1997)

CINMLHITION SCFV (40)
EINEHSTON SPICS (64y40)
DILELSTON U (1)
DIVLNSTION Ul (50)
DICENSTON v {50)

gLy 1) T

A-21

lhnSiB

109
START AY 7000 200
K Id]
400
590
&0 0
760
8OH
900
1000
1100
1200
1300
1400
1500
1400
1700
Jang
19090
2600
2106
P00
2300
2400

2519

Y
2700
FAIA]
22060
600
aod
3200
3309
3490
34500
3400
S 3706
32300
3560
4000

- : - A : 4100

200

oot mn o T ’ TTUTTTITT 4300
4400

4590

A600

- 4700

4800

e e eem e e Y 1

5000
5100
5200
- o T %306
5400



A-22

TN o4 DATE 17205768 AT 150515
READ € 59110 o (PSTARIT) o Tedyroiax)
FEAD { Se11) o (LONL(I) g k=) 4P1AX)
FEAD ( S5911) o (UPLIT) ¢ 1e]4PHAX)
FEAL 4 Sal1 o (VEL (1) o] opniax)
READ (591133 (ACCEL (L) 4T =] PHax) .
PUAD - 50320 o ((PHATRIX(T00) 9 J=]¢1PSIZE) 4 Im1 o 1PST2E)
FORUVAY { F9,.2)
READ ¢ Se11) o (EPI(T)s151,FMAxX) X )
READ € 5912) o COMATRIX(T ) 0 Je10JOSTIZE) 41219 I0STZF)
J=2*H R .
READ ( Sy10) § (PRIR(I)s1=14d)
READ (5eln)  TEM(I) eIl oMy
FEAD [N THE SIZE OF THE A MHATHIX==]ASIZE IS THE ROWSew
JASIZE 1S THE COLS,
READ { S415) o IASIZE
READ 1 5419) ¢ JASIZE
1% FPROAY (19)
. PHINT 16
16 FORMAT (8 1ATK lI»-/-/'* DIMENSTOMAL, HATRIXOy 20 4HE  MypXo8L 8,
FPAIO[842X00-89/0)12X8%)%4247)
< RLAD 1H ARATRIX & POW AT A TIHE AuD PRINT QUT,
DO 20 15U sl 1AS12E i
FEAL £ S915) ¢ (AFATRIX(JSU9) 4 JSUN=TeJASTZED
P FRINT 179 ( AMATHIX (JISUL) 4 USUD2 1 4 JASTZE Y
17 FORMATIIXy 2013)
PRINT 18
1% FORUBAT (/e /9 707}
C END READING OF [HPUT DATA,
[ 4 170 BLOCK 15 THE INITIALIZATION QF THE PROGRAM,
loo v=)
el « O
1ERLT = 0
CHGLNMDARD
ThMPe 10,0100
DO 120 ISUH=141%
DO 12n Jstinsl 20
120. IMVIISUB ISENY mTENP
cipres
Do 130 J5uyal, 60
139 POOH LN PHE ANCISUN) =PRIFRANTISI) nD,
1T0HP & Her
ENCOLE { &y 1106, LELEMGTHY ITEMP
1104 FORMAT(IR)
ENCODE { 1y 1106y 1EWIDTHY 4
CALL FHAT {Ry+)
FRIGT YOS
la} FOIUATLS COMYUTATIOMHAL FOO M)

—
-

o0

WelTh € Are TEOT1) CEIATRIXEISUR,JSUN) s JSUNaT oMY 4 1S Uiz 1y 1TF M)

COBRINT 141
1ub FORGAT (/g g0 STANDAKLD FOWitey
1P e 4 o K
pO 190 Tely 1T6MP
[\ RXENES Y]
e TOTEHS 4Ly ) m EMATSTIX (T4 LEM(J) )

16300
16400
16500
16400
J&700
16800
16900
17000
17100
17200
17300
17400
17500
17600
17700
17800
17960
1rooo
1”100
17200
18300
17400
1#500 .
18600
18700
1hs00
10900
19n00
12100
19200
19300
19400
19500
16600
19700
Inren
{3900
20090
20100
202n0
20300
20400
2000
2600
2nT600
20000
20900
21000
2lton
212an
2100
21400
210
214600




A-23

FTu les DATE T/705/766 AT 150518 . )

WRITE (61 IFMTL) ((TOTEMP (T oY sdxl gt h o Inl g ITHHP) 21700

00 194 T v 1y JTErP 211800

DY 198 J =) ¢ L 21900

194" ENATRIX (10} = IDVEMF(]40) 22000
PUINT 190 22100

196 FORMAT (/0 /¢4 PMATH]X®4/) 22200
0o 197 IS'ReY, IPS12E ) . ’ 22300

197 PEINT 198y (FPMATRIX (ISUB,JISUL) 4 JSURZ) 4 IPST2E) 224010
198 FOMMAT (1 K47]4) 22500
' PRINT 199 . 22600
199 FORBAT (/9/90 OMATRIX® /) . 22700
PO 20194 [SUBx 1, [0SIZE 22R00
ulyn PEINT 190y (UMATRIX{]SUN, JSUB) y JSURRY 4 JOST2E) 22900
FHENT 7S04R ' 23000

Zup FOHIAT (o] HMANUAL CONTHOL STHULATION®,/, . 23100
L83 AU S LIV IV o 23200

Se CUHTROL VALUE APPEARS QN KETER MUMOER 12474/ 23350

8 NG PR OF DECISIONS BLMATNINGSMETER NUMRER 280/ 0/ 23400

bo Culet T POSITION APPEARS AN MFTER HUMRER RLTY Y 23%00

3o DISTARCE “HASUNL VROM GOAL APPEARS ON BETER NUMBER 4e,/, /. 2ar0n

$a COST TuCwtHEHT APPEARS ON METER MURRER INIYAYZ) sfarnn

1o CUMHLATIVE COST APPEARS OY METFI NUMGER BLLIYAYE PRELE]

e CURLENT VELOCITY APPEARS OM HETER NUMKERes11Xe #T%4/4/4 23900

te CUPRENT ACCELERATION APPEARS OM HETER HUMRESoy T29%08¢  /fe/, 26000

3o PARTITIGNFD DIMLNSIOHAL MATRIX OF RANKw,12X412}) . 24100

D 19gy I=1,4135 24200

Nno 190 J=21455 243090

150 JRLOT (1sJ) = 8y ’ 24400
IFLTCHT = 2 24500

C 200 CLOCK IS THE dRAMCH POINY TO START EACH NEW SUHTRAJUCTORY, 24400
200 DO 210 ILii=1420 . 24700
210 CHVLISUN) =PMV {ISUH ) e PPRY (ISUBY nQ 24RN0
ITEOY & ({ 60ALIP) = 100) 7 106) o 1 - 24900
IPLOT(ITR P IPLYCHT) s 540 25000
IPLTCHT » IPLTCNT +  § . 2h1n0
Lel, . 25200

HOPT = S & LS » KS & ¢ . 25300
Dr.S=NKS=TEAMC =D 25400

NEITEL Y] 25500
ILTIRPL = 0 25400
CHOINNX = 0 L : 25700

15 L P tiFe 1) cHGINOX = 2 24A00

po 220 ISitnielyR . . 25900

RO 220 J5lnsle20 26000

220 SVIISU L, Jciy =0, 26100
C V)= DECLR) 26200

CHV I3} e GOAL UF) 26300

CrV A 260 (Pe]1) =GOALIP) 26400
cuviT) = Vil (P} ’ : ’ 264900
CrviB) o 0 26600

DO 23D IS, 80 26700

240 CHONTISUN aCAt AM(TSURYeCPIMEAN (1SUB) = g, 26000
6 ¢hp ISIN=1,415 26909

260 U(ISth ) =0, ] 27000
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FTN 1,4 BATE T/705/76A .3 I LY(S R
1TEP e P
99990 PIIvT 2Ol JTEHP oGOAL (1 TRy
$GOALCTTEMP Y)Y e VFLUITERME) o ACCEL (TTLMPY
+ UFCLTTEMPY fA{TTEMDY oCML T4,
PSTERITER) 9 TERTGLOWL (ITHMPY JURE (1TEMP) 4 CSTOTTEMP) ETACTTE ) o
SVLTTEME) g7 (T TE P

291 FOVMHAT (1H], 16X @SURTRAJFCTOPY  8413X41729/0/79/ /
fo IHITIAL vaLuf OF POSTITION Be)TReF 520/ 0/y
$o DESIOEL FINAL vaLuE OF pOSITION 8411YsF 192070/ ¢
do IMITIAL vFLOCTIYY @y IXWF 15 2e/9/70
‘%e INITIAL ACCHLERATION Syl ReF 15,20/ /0
%9 DRCISIOUNG AVAILABLE TO REACH FIHAL VALUE®sZ21Xe120/0/
to FLFLRENCE LEVEL®433XeF 15,70/, /s
B MEHOPY LIMITRea9Xe 120/ /e .
S THYELHOLD COEFFICTENT NF VARIATION®14X4F 1043470 /e

$e NUNER OF CONTROL LEVELS TU INITIATE TELMINAL CONTHOLo 3 RX 12470/
Bep LOWER LIMIT O FINAL VALUE OF STATE VAQIABLE® 44X sF 185423 /0/0
$0 UPPER LIMIT O8 FENAL VALUE OF STATE VARJARLE®48X4F 19,27y /o
$o COEFFICIENT OF YRANSFORMATION LAuwy, GSI8,10X:F15.2474 /s
te COEFFICIEMT OF THAMSFORMATION LAYy ETAG,10XcsF15429/4/

S8 CUEFFICIENT OF COST INCHEMENTSs VR 18XeF 154247/ g

$o COLFFICIENT OF FINAL MINS UISTANCE, wo,11X.F15,2)

PHINT 413 N4

813 FOREAT (#1SUBTRAJFCTORY®, T30/ ¢/

LRXGUCONTHD oy

SAX g *RFHAIMINGe,y

3hXp*CLIRRE ITey

DR SDISTANCE #,

BoX e INCREMEMTAL e,y

S&XyOCUMULATIVE @y

3T 4CRRE T2,y

FRXgCCHRREITO g /y
R uCHUICE R

A DECISTONS®,

FEN,oPONIT IOk,

PIX9#TO GO,

SAXECNSTS,

VEXyer0STe,

BLIXIOVELOCTTY®,y

$TKPRACCELERATING s /g /0 :

$ . Cry L), 9%

LacuV () o048)y

BecHy ()@Y

feCM7 (4)* Ry

CeCUV (L) ANy

SECTV (N) SRy

FOoCy (T)&gRyy

SOCHY (LR e Xy

LVEY A

Jeno 4

C 340 PLOCK EST-BLISHES TWL CONTHFOL V LUES,
30 Jaliime (R)
ENLINTE NN EY X
J-JA|

27100

27200
27300
21400
27500
27400
27700
21800
27900
2r000
28100
2F200
2R300
2hA00
28500
2600
28700
2RA00
2R9N0
29009
29100
29200

29300

29400
29500
29600
29700
29900
23900
30000
30100
30200
30300
30400
30500
3N600
30700
3eano
30900
31000
31100
31200
313040
31800
31500
600
1700
KRENT)
3900
200y
azina
3220
32300
RPAHG




FIN 1.4

DATE T/05/66

A-25

ar 1

1F(J LLEL10+4C(P)) GO TO 310
4CSUHY 1S A SUBROUTINE FOI PICKIMNG CONTROL VALUES,

CALL ChuB (Y}
B0 10 400

350 ICNT = 3

C

PRINT 413 P
60 To 419

8951%

400 RLOCK 15 THE TRANSFORMATION LAwS,
460 CONTINUE

DO 41 1S1M=] M

PPMV (18U} sPHY (T SUR)

410 PHVIISUR) =CMV (T5UN)
cMvityzuln
MY (21 =pMy (2) =1,

CHVIT) o (PrVIT) « ETALPY # CuVID)) / (1,

CMVI(3) a PMVI3) » CHVIT)

CMY (4) =608 (Pe})Chy(3)
CHvin)={(Cuv{T7)=A(P) ) #22) 2y (P}
CHV B} uPMY (&) +CHY (K)
CHVIB) = CMVIT) « PHYLT)

IF { IXOQUTPUT (NE,
PRINT 4144 CHGINDX,
$oalPHA

SOOINTERPL & 94154/,
SSOQCMLIM 3 6415,/,
$RQTERHC = & ¢ 1Sy/y
hooH = #4134/
$20D5 =®91%e /0
Se0ls n ®41%,/,
B#chS v ®9159/0
SEGNOPL 2241547y
$enl noyl15,/,
LenALPHA = &y

90414 CONTINUE )
ITEMP? & (( CMV(3) « 100 ) / 1o
IPLOTLITEHMP IPLTCNTY = 54R

IPLTCNT = [PLTCHT + ) o
PRINT 415 (CHV(ISUB), ISUR=1¢R}
415 FORBAT (1HA,8F 15,3}

ICNT = JICNY ¢ 2
IF ( LCNT ,GE, 54

419 DO 420 ISUR=] WM
420 MY Iy ISUB) aCHV (IS5UR) «PHY (15UY)

IF ¢ IFRST  NE, 6 )

IF( CHOINDX,GY, 20C(P)+1) GO YO {500

440 CALL csuBty)

60 TO 400

499 IFHST » JFRST 1}

c

G0 TO (440,

G

) 60 Y0 90414
INTERPLyCMLIM, TERMC,s He DSy LSs XS¢ NOPI, L

FORBAT{20CHGINDY & ©4154/,4

F154301X)

0 Y0

GO TOH 490

1500)

k1:k]

TFRSY

+ CS1(P))

500 BLOCK = INTERPOLATIONS AT ZERO COST INCREMENTS,
500 IF(H,MELLY GO TO 550

TF (IMV(Je5) ,GT,0,)
N=Nel

N

=il

-2

32500
32600
32700
32000
32900
33000
33100
33200
33300
33400
33500
33600
33700
33800
32900
34000
34100
34200
34300
34400
36500
346400
34760-
34800
34990
35000
35100
35200
35309
35400
35500
35600
35700
35800
35900
36000

38100

36200
36300
36400
38500
36600
36700
35800
36900
37000
37100
37200
37300
37400
37500
37600
37700
37800
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FIM 144 DATE 7/05/66 AT ' 150515 .

helDel] . 37900

MEAS = (NR14) /7 (Dal,) 3000

IF {“EAS «OE o 49) 60O Tn 1300 38100
Laetbe}) . 3B2no

60 10 4000 - 38300

650 JFLCMV(S) oNE$04) O TO 700 38400
x=1 3Rr500

H60H THTMV(K) =201V (K) Irg00
Y,nKe+} . . 3n700

IF (X Lt o) GO TO %60 3epa0o0
INTERPL=INTERPL] : 389090

121 - 39000

DO ST0 ISPzl M ' 391900

576 SHVIIISUS) =INTMV (ISUB) ' 39200
K=l 39300

H8n JxCMLIM o ) 39400
590 SMY{I4K) = SMY {(I-1y K} 195500
121-1 : 33600

- IF{I 6,1} GO TO 590 ’ . - 39700
Kekel . 39500
IF{K,LE,M) GO TO S80 39900

TF (INTERPL ,GE(CHLIM) 60 TO 1000 ] . 40b00
c £90 BLOCK = CHOICE OF CONTROL BY KIMIMIZINA, 40100 -
600 15U4210=C(P) 44200
ITEMP= {(C{P)®2)+15UR : 40300
YXMINe 10,e510] 40400

Do 620 JSURISUB, ITEMP 40500

TF LEHMV (J50U395) @8 o RELXXMINY GO TO 620 40600
XXMINEIHV (UL, S) eep 40700
Ja2J3uA 40800

&2p CONTINUE 40900
60 YO 400 . . 41000

€ Top BLOCK ~ SEARCH ALGORITHM, 41100
TH0 IFCIMVIS) JLT.0,) 0 TO 400 41200
IFCHVILY LEQPMV (1Y) GO TO 750 41300

caLL CSUBt)Y 41400

60 T0 Ap0 41500

Tap CALL CSUB (Y 41600
0 TO 400 41700

750 IF(PPMV(S) LT.PMVIS)) 60 TO Tan 41800
IF L PPMVIS)Y+CHVIS) JEQ, 20 PHV{5)) 60 Tn 740 Alg0D

¢ non BLOCK «~ INTERPOLATIOM OF METER PEADIMNGS, : A2000
800 ALPHAs (PPUVIS)<CHVLIB) )/ (2,0 (PPHY{S) = (29PHVIS) ) +CHV(5))) A2ico
b=l . 42200

IF ( ALPHA,GL.0,}) GO TO AfN . 42300

B20 INTHVAIK) sPMV (K)o (ALPHAR (PHV LK) «PPMV (K} ) ) A24N0
kaKel 42500

IF(K LE, M) GO T 620 42600

G0 TO 990 ’ 42700

Bhn TNTHV(K)z PHVIK) « (ALPHAS (CMV IK) =PV (K) ) ) i 42700
Kk 47900

IF (K JLE MY GO TO 650 43000

C 900 BLOCK = STORAGE OF METER READINGSG, 43100

Y00 CONTINUE ) 432¢0




.l!ll IIlI'

" T | I Illlll_-_]llllliiA IIIII[Viillll‘; IIIII

FTe 144

BBB4 ¢

90900

9

C

9lo

9en
930

Op

1000 RLOCK - COMPUYE COEFFICIENY OF VARIATION FOR METER READINGS,

1000

folo
1020

A-27

BAYE T/70%/66 A1 350518 : N
I U IXOUTPUT oNEe 1 ) GO 1O 90000
FORMAT(# FNTMV 1 @3/¢/0 (1X0F2043))
PRINT BBB8any ( INTMVLISUR)pISUNL = Ye20)
ConT IMUE
INTIRPL = THTERPL o)
1=1
DO 9la KStnzlyM
5MV(].K5UH)=IHTMV(KSUH)
hal
IsCHMLIN o
SHVIT4K) = SMV(1w«l4K)
Jul-1
1F(I ,6Y,1) G0 10 930
Kz2K+}
TF { K LE, M}y GO TO 920
IF (ENTERPL JLY, CHLIM) 9604 1000
CALL csuBty)
60 TO 400

NS = CMLIM

§=55w0

Kl

{2

§S £ § m 0

§3545MV (1K) i

§Su55+ (SHV(IsK)222)

I=J21

IF (] LLE. rMLIMey) GO YO 1920
VAle)a(SS-((S°S)/(NS~1.)))/(rs‘l.-l }
1F { IXOUTRPUT (NE. 1 ) 6n TO 91020
PRINT R9399, VAR(K).SS.S Ni WK

9999 FORIAT(® VAR & @4F20,40/0

$6 S5 v BF204%9/
S8 S m €4F20,484/,
$¢ NS = #4154/
3¢ K 3 #y9]hs2e/)

71020 CONTIMUE

4
c

1050

1
1100

1119
1120

CHEAN(K)u S/ (NSe],)
CPIFEAN (K) = ],
CFV(K)-VAP(K)/(CNEAN(k)°“H)
xr { SCFVIK) LT, 0, ) SCFVIR) = = SCFV(K)
CFY{K) = SORTF(SCFV(K))
1IF{ CFV (XY ,GE, PSTAR(P)) 60 TO 1100
NOPT=NOP] ]
CSGN(K) 2l
WHITE (MT3) Ky CMEAN(K) R
100 + 1200 RLOCKS - COMPUTE COLFFICIENT OF VARIATION FOR
COMBINATIONS OF MEYER READINGS,
KeK+}
IF (K (LE.») 6O To 1010
KeMel
KSUH = }
1eCHLIM o 1
THEMP=] ,

43300
43400
415040
43600
43700
43400
43900
44000
44100
44200
44300
44400
44%00
44600
44700
44800
44900
A5000
45100
45200
AS5300
AS400
45500
45600
ASTOO
A5B00
45900
46000
46100
46200
46300
46400
46500
46600
ARTOD
46500
A6900
47000
AT100
47200
47200
AT400
47500
47600
47700
AT500
47900
ARDOD
AR100
48200
48300
44400
48500
ARG00



FYN 1,4

A-28

’

DATE Y/05/66 AT '15051%
DO 1130 1SuRajM .
IF  SHV{1,15U8) +EQe 04) GO TO 1130 .
TEMPaTEMP# (SMV (1,1SUB)#sFMATRIX (KSUB,1SUBY)
1130 CONTINMUE
SPICB(14K)aTEMP
T=l-]
1+ (1,8T.1) GO YO 1120
KSUB » KSUd ¢ |
1150 KwKel
IF{KeLFe281=-R) 0O TO 1110 R
1F { IXOUTPUT oNEe 1 ) GO TO 91160 . R
PRINT 68920, ((SPICH(ISUB,JSURY 4J5UBR]410)+15SUBx],8)
BEY2p FORMAT($)15PICB « %4/, )
${10(1xsF12,6)))
?1l6g CONTINUE
1160 NS=CHLIM
EET ALY
KuMe )
1170 (=2
S s Ss e
1180 SaS+SPICB(T4K)
§5aS5Se (SPICB{IaK) #22)
Julel
IF(l ,LE, CMLIMs}) GO TO 1180
1200 VAR(K)w(5S=-{(55S)/7(NS®1,})/70{NSe],)=1,)
CPIMEANIKY & S/ (N5%*).) .
SCFV (K} nVAR(K) /(CPIMEAN(K) #¢2)
IF € SCFVIK) (L¥e 0« } SCFVIK) = = SCFVIK)
CFVIK) sSORTF (SCFV X)) .
1F ( IXOUTPUT LNE, ) ) GOTO 91200
PRINT 89999y VAR(K) 955,35 yNSHK
91200 CONTINUZ )
IF (CFV(K) ,GE,PSTAR(P}) GO f0 1220
NOP{uNOP ey
CSGN{K}m}
ITEMP 2 K = M
PO 1218 JSUB sl4M
1218 JOTENP(ITEMPJSUR) = EMATRIX{ITEMP, Jsusa )
WRITE (MTa) CPIMEAN(K),y (IDTEMP (ITEMP,JSUB) ¢JSUBa] M)
1220 KxKe}) R
IF(K ,LE, 2¢M=R) GO TO 1170
1F { NOPl4LEWs 0) GO YO 1259
Lel
¢0 10 4009
12%) CALL CSUR (Y)Y
60 To 400 .
C 1300 * 1400 RLOCKS ~ CHOICE OF CONTROL ON KFURISTIC,
1300 CcONTINUL
1F { IXOUTPUT +NEe ) ) GO Y0 91300
PRINT BRE10,CPL sCMV (KS) yCHEAN(KS) 4XS
B881n FORMAT( /4/1° CPl v ®y F 20,3,
$6  CHY(KS) w ®4F]0,3¢% CMEAN(KS) m 83F 10 ,39% KS u ®,12)
PRINT RBA20 (1P (JSUB) ¢JISURRL 1)
BBB20 FORMAT(/9/4/0 % [P o ®y/0/1v (1XeF2043)1)

48700
ABROO
48900
45000
49100
43200
49300
49400
49500
49600
49700
49800
49900
50000
50100
50200
0390
50400
50500
50600
50700

.50800

50900 -
51000

5110C
51200
51300
51400
51500
81600
5)1700
51800
51900
52000
52100
52200
52300
52400
82500
22600
52700
52809
%2900
53000
53100
53200
%3300
53400
53500
53500
53700
53800

53900

Sapoo



e TP T —

FTie 1ea

84861

LRI

132n
1429

1330

| EET

13710

1400

1500

1505

1510
C 7
fooq

te10

Tieo

A-29

NATE T/05/766 AT 154518

PHIMT BBB:.0y CPIMEANIKS) 46 PLIKS) 4RSS )
FORPAY (/9 /4% CPIMEAMIKS) = #9820,34¢ EPI(KS) = 89120,30
X% KS = #,12)

ContINUE .

PP O IME AR KS) EPT () ,LE, CP] JAND
ACPINEANIKS)oEPYE P) 6L, CP] ) 60 19 1400
Jsliog(v)

JIFUPTIDN) oMk oPe) GO TO 1330

FLRLY{J) = ~10,82100 .

GO T0 1350

FSTOPY (J) a (CPIMEANH{KS)Y.CP T VIR I (d)
IF(LSTOPI(Y) JLE. 04) GO TD 1325

PERLY (U} oCMV {2 ) «ESTOPE (D) . ’

IF (PFRLY () oLEo04) PERLY(J)==10,03100

NENLD! .

JE(J LE, 1040(P)) GO TO 1320

ISUH =10=C{P}

{TeMe {C(P)er) s ISUE

XiMilawlo,ne]0)

D7 1370 JSULBISUB, JTEMP

TEAPERLY (JSUB)Y JLTe XXMIN) 60 TO 1370
XXMIMePERLY (JSUN)

JaJsun

COHTINUE

60 T0 4p0

15Ut J0=C{P)

ITEMPx (C(PY <) s ISUR

XXMIn n lo,ee]n]

DN 1420 JSUA=1SUR, ITEMP

IF  IPI(JSUIB) ®ey JGEe XXMIN ) GO TO 1429
XAMINAIPLLgSUn) e 2

JaJdhun

CONTINUGE

G0 TO 400

IF( CMViE2) ,6Tane) GO TO 1510

IFATERHC,GT.D) GO TO 1s00

PHINT 1505, p

FORNAT (¢ SUNTRAJECTORY @#412:2 ENDED USING SEARCH PROCEDURE (04 /47)
60 10 1800

TFLOGOAL P4 1) ~LOWL () JLE 4 LMV I3) g AHN,

FGOALIP L} ¢ yPLUIP) 6T JCMVID) ) GO TO lage
000 HLOCK « NETERMINS IF TERMINAL COHNTROL SHOULD REGIN,
T e 0

JsSun = 10 - CtP)

CV 2 asun - 11

b o= ]

Cv = Vv + 1 i

EFFY = ( t1alp) o €YY / ¢S] (p)

FACTOR » ( 1e = U Vs 7 (€ ], « CSIU{P}) ®*3 RO Y)Y
HOCMV a2 ( CMV{3) o ((HDY # (TFFY )))s (( 1, /7 CSI(VY)® (FACTOR)
S e L CHVLITY = EFFY 1))

Riy = Qb e

1F € R @ 1, JLE, CMV(2) « 1, ) GO TO 7020

IF G GOALPe]) 6T, CHV ) JARD,

54100
S4200
54300
54400
54500
54600
54700
54800
54909
55000
58100
55290
55300
55400
55500
55600
$5700
55800
55900
$6000
56100
56200
€6300
56400
56500
56600
56700
56800
S6300
57900
S7100
57200
S7300
57400
57500
57600
57700
S7800
$7900
58000
50100
58200
SR300
58400
4500
S8A00
58700
sSnghd
S1#900
$9000
59100
$9200
59300
52400



FIN 1a4

AL
7:27

Tidn

Tu4o
1959

1,60

179

7.8n

TL90

Tuyy

C
1no0

IR

A-30
N
PATE 7/05/66 81 15051%
§ HCMV ,GT, GOAL (Pel)) GO TO 7025
I € GOALIPS1) LLt. CHV{Y) A,
. HEMV LLE, GDAL(P1)) 60T O 7025

ERLYLJSDN) = <10,80100

ESTUG(J3UH) = HCHMV ~ GDALIP+])

Lt 10 7027

1 =T +1

FRLY (USUHY = HCMV = GNAL(P.Y)

IF O IXQUTPUT (NFe 1 ) GO T 7040

PRINT 7037, LFFY, FACTOR, HCMV, ERLY(JSURYe T
FORMATIO LFFY = #3F20,54/,

16 FACTY = #4F20,5¢7
PR HUHY & &,620 .5,/
B0 EHLY(USUNY 2 ®4F20,%y/,
20 1T & 8413,/)

JSUL = JSWy e

IF { g5U5 LLE, 10 ¢ C(P)) 6D TN 7910

IF G 7 JLF, TCRT ) 7030, 7000

TFRIC B TeRaC o 4

IF (7 ,LE, 0 ) G 10 7099

60 10 7079

TERMC &

IF € cMV(») LLE, FINTERM ) GO TO 7080
CP1 = CHV{KS) /7 CHEAN(KS)

G0 TO 500

15U = 10 =« ()

ITEHP = ¢ C(P) ® 5 ) & ISUR

X&MIN = 1o, @ Y0l

DO TGag KSHE = [SUD , JTFHp .
IF 4 FLY(KSUG) 82,68, xxMIl ) GO TO 7080
XXMIN = ESLY(KSUB) es

J £ KSUs

conFINNEF

Gy T0 &0

JSUR = 1o « ()

ITESP = ( CUP) * £ ) o [Siln

XXM = 1n, @2 1]

D 7095 K3uyn - Isuly, TTEME

IF ( ESThs(KSUB) #8 2 J6p, XXHIN ) GO TO 7495
XXMIN = ESTNHG(KSU') ®e 2

J = Ksua

COMTIMUE

60 10 400

1400 MLOCK « OETERMINE PEMALYY AND TOTAL COST,.

ALOL = GOAL (Pe)) = LOWL (P

AUPL = OAL(Ps)) CUPLR)

TE CALQUIL oLF«CHV (V) o AND

SAUPL oAt s €C4VI3)) <O TO IRl
TFLCMVI3) GLTWALOVL) 60 TO jR0°
TeoTn WAP) e ((CHV (3)an'PL)ony
PETAT 1504, TCST
FORMAT (/8 /9 0PFUALTY 150,820, ¢y
1667 = TCOT ¢ CHV(n)

PRINT 18an, TCST
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NDATE T/0%/766 AT 1hnais
FORMAT(® TOTAL COLE IS o4k pre2)
[A438 (E NN TV

% T0STe W P)e L CALOAL eCMY L) Yo u D)

PeIHT tRna, YOST

TCHT = TCSY ¢ Cwvin)

PRIVE tuns, TCSY

6y TO 182a

TeRT = 1oL -

18 U YCRT JLT. 1y TeRT =

TCST = CAav(ed

PEINT JROT o TCST

FORMAT (/9 /9 *CPENALTY 15 nd4/0e¢ TOTAL COSY IS ®4F20,.7)
¢ K

JTuwsl

a0 10 2000

IF (TFRHC.GYa0) GU TO 1Ya0

IF 0 InV(Jes) JLT, 04) 50 TO 400

Call CSUB (D)

G 10 400 .
1906 HELOCKR - CHOICE OF CONTROL FOR TERMINAL OPERAT]ONM,
0 ISUNsIn=C (1)

TTEHP= (C(PYE2) « ISUIB

XXMItiz]0,%0]01

DY 1920 JSUB=ISUB. ITERY

IF(IHY (JSn ) 282, 6E (XXHIN) GO TO 1920

XXMIHsIMV (st )oep

J=J .y
a CoutInue

60 TO 400
2000 BLOCK « DETERMINATION OF HLURISYICS AND COWFIDENCE HC&SURES

LMD MEMORY LIMIT FOR NEXT SUGTRAJFGTORY,

CONTIHUE

IF € 12000 LEQ. )3 ) GO TH 2909

12060 = 1

ENO FILE MT2

M) FLLE MT¢

PEWING MT 3

REWIHN NT 4

bF G INTERPL (LT, CHLIM ) 60 Y0 2409

Nt s

PRINT 2001,

FORAT (18 TERS READING CONSTANT #0110 SURTRAJECTORYS L 2y /s/)

SFAD T3y JOul, TDUMe

IF € FOFs MT3) 2005y 2008

PREINT 1a6l, IDUMLC TDURAZ

1CNT = JCnY o |

IF CICNT b, 54 ) GO T0 palr

FORPAT {0 Wi N COST INCPLMENTS ARE MINluaL, METER o,

B o129® READS @4F17,2)

o To 2007 i

PEAD (*tTa) TODUI'E, (1OUMETISUNY 4 1SIhix],y M)

1F  FDF e :T4) 2004, 2004

Blet 1200, Inthiy, ThUMISUN) g ISRa), M)

16T = JONT ¢ ]
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70200
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FIN 1,4 PATE T/05/66 AT 150515

It U ICNT ,GE, 54 ) GO Tn 2nl9 70300
1048 FORHAT (@OWHLM COST INCHEMENTS ARE MINIMAL, THE FOLLOWING COMBINAT® 70400
$08100 OF METER READINGS ENUALS ©,F{T,2 70500
B9 /e2619) 70600
GO 10 2004 . 70700
2008 wEwInD MT3 TORO0O
PEWIND NTa 70900
2009 Js% w O 71000
KaKel . 71100
I+ {KoGTo28M=R) 60 YO 2090 . 71200
IF(PSGNIK) 8CSONIK) oNELT14) GO TO 2000 71300
CYEMC a (1, DS ) /7 (2, ¢ DSy 71400
TF{KFULKS) GO T 2018 ' 71500
2910 IFUISW LE(2) 1SwWa?l X o 71600
IF 0 L oLE, M (AND, PMEAN(K)CEQ, CMEAN(K)) GO TO 2020 71700
IF € x 46T, M ,aND, PPIMFANIK) LEQ, CPIMEANIK}) GO YO 2020 71800
PRINT 29154k . 71900
2014 FORMAT (200 TMENSTONLESS PARAMETER NUMBER #,124 72000
$& IS INVANIANT WITHIN BUT NOT BETWEEN SURTRASECTONIES &) 72100
GO 10 2000 T2200
2417 PRINT 2g51 . 72300
ICNT = 3 72400

a0 10 2002 72500 -
2019 FRINT 2001 : Y2600
ICANT = A : . T2T00
© 60 TO 2005 . 12800
2016  PRIMT 2005, K, THLHP : 72900
2005 FORMAT (2orONFIDENCE MEASURE OF HEURISTIC BASED ON #, T3000
3eDIMENSTONLESS PARAKETER NUMBER ®,124¢ IS EOUAL e, 73100
$8TD #4F20.4) 73200
J5%W B | 73300
60 10 2al0 73400
2020 IF U JSW JEfe 1 ) ISW = 3 B 73500
PRINT 202% .,k 73600
2€02% FORMAT(®0UIMENSIONLESS NUMRER 841748 1S INVARIANT €4 73700
sawITHIN AND BETWEEN SUBTHAJECTOHIFS #) 73800
GO ¥O 2000 73900
2050 JSUh=2eMen 74000
RO 2060 [syr=1,40 74100
PHIMEAN (FSUR)Y =CPINEAN(ISUR) T4200
PHEAN (IS13) = CMEAN{ISUR) 74300
2060 PHGHITSUR) = CSGN(I5UR) 74400
IF (ISW LE0,3) CMLIMsCMLIM.3 ‘ 74600
IF (I5¥aE9¢2) CHMLIM=2CHLINS) 74600
JFACHLIM LY, 1) CM EMeY 74700
DO 2070 syt o= 1, 138 74800
IF € ISUB (t0. ((GOALIP+Y) = 100) / 10) o 1 ) 60 TO 2070 7900
IF L IMLOT(ISURGDEC(®) » 2y E0, 8n ) 75000
BIPLOTLISU T (LECIPY 2 ¥ 5 o : 75100
2079 cont it 74200
ITEN w (( ROAL(Pa]) o 100) 7 10} , 1 715300
IPLOTLITEAP,0ECIP) o) = 671 15600
IF € cMVIY) oEG. fo) TPLOTIITEMP RFCIPY+? ) = 54R 75500

ITetH w J1n 15600
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NATE T7/705/7F6 AT 156515
DO 2075 19z e
IBLOT(ISU 1g)) x JTFHP
TTEHP = (1FeP o 10U
TTEH » DErgPR)
DY 2CRO LA = 24 hS
IPLOT (teIStie) = JTEmp
1heel = ITEMP o«
18- ¢ ITEMP (LT, p ) GO TO pody
CONT JrUg
11E+P = DEC(P) o
JIENP o 136

CPHRINT 2087,

FURMAT (e} FOSITION AS A FUNCTION OF REMAINING UFCISIONS®,
Se FOP SURTHAJECTOYe 4 134747)

DO 2090 JSUM = 2 ¢ 135

JTENP = JTEMP = |}

PRINT 2095, (1PLOT (UTEMP,USU)  JSUI=1 1TEMP)
FORMAT (1 Xel4s S55(2XeR1)}

PRINT 20864 ( TPLOT (14 ISUR) ISUL=P ITERP)
FORMAT (IXedXxy S5(1Xe12))

1PLICNT 2 2 )

DO 2026 Isur = 1,135

DO 2096 Jaur =l,bS

IVLOT (1SU14JSUD) = ABH

P=Ps+] .

12000 = 0

IFRLT =2 1

RERTHD BT

KEWIRD MT-

IF (P LEPreAX) GO T0 200

PRINT 3000

FORMAT(#LFND OF Thhad,#)

CALL EXIT

ko=
IF ( PRIRIK) L0, L ) GO Tn 4p15

K=K « |
6o To 4010

JF { ¢SGMUIKY LEG, 1 ) GO Tn 4py7

Lai +!

IF (L oLt , 28M=p) GO TO 4000
Hox 0
Catl € »uB 1)

= 1

= 2? N

A
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It L enbad (RS) i, 0, ) GO YO 4016
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DATE 7705746 AT 15051%
19100y = [VIUeKS )/ CMEaNTKS)
J=xJ e
IF €0 .67, CtPY « 10) 1300s  «03p
TEMP =2 ),

KoUd =2 ¥5 - M

0O 4050 I51 = f4 M

16 0 CVIanB) oEhe 0a) 6O TO 2050
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COHTINGE : .

(,Pl = YEuP

cJd mle - rgr)

Tiup = N,

DO ANK0 TS5 & 1er .

TEMP o TE#P ¢ (IEMATRIX(KSUR o ISUB) P THUV (JeISUEY ) /7 CHY(ISUL))
Ity s CPl e TEMP .

Je Joey

Ik U g W61, 10 ¢ c(P)) Go 1O 1300
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AL 7/0%/766 AT 18051%
SURRDUTIE FHMAT (HyM)

THLS SROGIZAN HAS REEN CHECKEND OUT Al 16 20Ke 602066
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APPENDIX B

ANALYSIS OF ALTERNATIVE MARK I STRATEGIES

The results presented in this report show excellent agreement
between the subject median fuel cost and the Mark I fuel cost. Because
of the simplicity of the Mark I test problems, there arises the possibility
that the good agreement was ''forced" by the structure of the problems. To
gain some insight to this question several hypothetical alternative
strategies were used to solve the 23 control problems. The 23 fuel costs
obtained with each of these strategies are compared with the subject
median costs by means of the correlation coefficient.

Selection of Controls Using
a Random Strategy

To obtain an underestimate of the correlation coefficients as-
sociated with alternative strategies it is supbosed'that a hypothetical
subject chooses his controls at random. Specifically, it is assumed that
at each decision time, one of the controls, -2, -1, 0, 1, 2, is selected,
with each of the five controls having a probability of 1/5 of being selected

.

The sequence of random choices was obtained by entering Hald's
. (16) ,
table of random sampling numbers. As a result of a random process
(coin toss), the table was entered on page 93, row 26, column 10, and the
two digit numbers shown in the table were read downward, beginning with 24,
09, 28, etc. The random number intervals (0,19), (20,39), (40,59), (50,79),

and (80,99) were associated with the controls -2, -1, 0, 1, and 2,

respectively. The 383 random numbers gave ordered observed frequencies




B-2

of (76,63,84,87,73) for the ordered sequence of control values (-2, -1, 0,

1, 2). Based on an expected frequency of 383/5 = 76.6, this yields a chi-
square value of 4.72 with four degrees of freedom. Because this is less than
the 95 percent fractile, 9.49, the sequence was accepted as a random
sequence. No other tests for randomness of the sequence were made.

Analysis With Miss-Distance
Penalty Excluded

Table B-1 shows the subject median cost and the random strategy
cost for each sub-trajectory. Column 3 shows the total fuel costs with
the miss-distance penalty included. This penalty was equal to 100 times
the square of the miss-distance at the end of each sub-trajectory and is
the same penalty as that used for the 14 subjects. The correlation co-
efficient between Columns 2 and 3 is found to be 0.268.

The statistical significance of a correlation coefficient, r,

based on n pairs of observations, may be tested using the statistic,

t=———_—r—‘—"=§‘4—f_;
l-r

which has a t-distribution with £ = n-2 degrees of freedom when the true
corrclation p is equal to zero. With r = 0.268, and £ = 21, the computed
value of t is found to be 1.26. For a one-sided test (for positive corre-

. : ; : te (16)
lation) the tabulated value of t-variate is found from Hald's tables
to be 1.721. Thus, r = 0.268 is statistically equal to zero, and the
hypothesis of zero correlation between subject behavior and the random

strategy is not rejected,
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TABLE B-1. SUBJECT MEDIAN COST AND RANDOM STRATEGY COST FOR
EACH SUBTRAJECTORY

(Kilo Units of Fuel)

Random Strategy

With Without
Subtrajectory Sub ject Miss-Distance Miss-Distance
Number Median Penalty Penalty
1 35.150 397.500 397.500
2 30.400 436.400 76.400
3 1.635 369.470 9.470
4 76.000 5712.000 2102.000
5 23.850 2017.590 57.500
6 9.101 163.956 3.956
7 8.046 648.446 8.446
8 95.250 2201.200 511.200
9 5.180 1478.140 38.140
10 21.575 9814.500 204.500
11 128.950 3625.300 15.300
12 27.225 280.900 120.900
13 65.200 696.900 386.900
14 80.500 109.000 19.000
15 2.175 251.500 1.500
16 17.600 43.600 ' 43.600
17 11.700 58.840 18.840
18 22.600 651.000 11.000
19 1.330 1443 .720 3.720
20 44,400 142.400 52.400
21 20.650 2299.650 49.650
22 4,024 44,577 4.577

23 41.700 1710.700 . 20.700

—— e
e =T

T T T T T T T T T TS s e
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The low value of the correlation coefficient supports the
assertion that the controls were not randomly selected, and also suggests
that the high correlation between the subject median fuel costs and Mark T

"forced",

fuel costs was not

Because the miss-distance penalty was quite large relative to
the penalties for deviations from the reference velocity, it is of some
interest to compute the correlation between the subject median costs and
the random strategy costs when the miss-distance penalties are omitted.
The resulting costs are shown in Column 4 of Table B-1. The correlation
coefficient between these costs and the subject median costs is found to
have a value of 0.384. Here the computed t-value is equal to 1.91. This
exceeds the tabulated value of 1.721 so the correlation is judged to be
statistically significant. However, the value of the correlation
coefficient is too small to be of practical significance in relating
subject median cost to that of a random strategy without miss~distance
penalties.

Three Strategies Independent
of Incremental Costs

Fast Approach. 1In this section we consider three strategies

which are nonrandom, but do not take any account of the incremental fuel
costs. The first strategy, the fast approach, consists of approaching the
desired final velocity as rapidly as possible and maintaining the final
velocity for the remaining time. This strategy was observed for most
subjects, particularly in the carly problems of the sequence., In effect,

the subject first determines whether the problem is "feasible". He may
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determine this by actually reaching the final velocity as early as possible
and spending the remaining time in attempting to minimize fuel.

Table B—?, Column 3, shows the total fuel costs obtained with
the fast approach strategy. The correlation coefficient between these
costs and the subject median costs is found to be equal to 0.863.

The t-test used above shows that this correlation coefficient is
statistically greater than zero. More interesting is the question of
whether this correlation coefficient is statistically smaller than that
obtained between the subject median fuel cost and the Mark I fuel cost,

given by r = 0.916. Using Fisher's z-transform, the quantity

u = (z-€) ﬂ’u—3 s

where

z = (1/2) In[(+r)/(1-1)]

and

g = (1/2) 1n[(1+p)/(1—p)]1+ p/(2) (n-1) ,

is approximately normally distributed with zero mean and unit variance.
With r = 0.916, these expressions may be solved by trial to obtain an
approximately one-sided lower confidence interval for p. This calculation
yields (0.81, 1.00) as a 95 percent confidence interval for p. Because
0.863 lies in this interval, it is not significantly smaller than 0.916

at the 5 percent level of significance. Thus, based on the observed valuecs
of correlation coefficients, the Mark I model and the fast approach
strategy give statistically equivalent descriptions of the subjcét median

costs,
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TABLE B-2. TOTAL FUEL COSTS FOR SUBJECT MEDIAN AND THREE
STRATEGIES INDEPENDENT OF INCREMENTAL COSTS

(Kilo Units of Fuel)

Fast- Slow- Straight-
Subtrajectory Subject Approach Approach Line

Number Median Strategy Strategy Strategy
1 35.150 25.200 332.400 39.000
2 30.400 34,600 236.200 58.600
3 1.635 2.850 16.300 4,020
4 76.000 138.000 398.000 108.500
5 23.850 93.800 15,300 36.600
6 9.101 36.255 4,896 15.616
7 8.046 25.966 8.446 11.686
8 95.250 ° 77.800 385.800 180.500
9 5.180 6.010 24.730 12.650
10 21.575 47.000 47.000 26.950
11 128.950 242,400 110.400 145.700
12 27.225 53.000 109.000 140.700
13 65.200 121.500 177.500 134.800
14 80.500 242,000 50.000 155.000
15 2,175 6.240 1.920 4,980
16 17.600 21.600 56.800 28.600
17 11.700 21,120 21.120 21.120
18 22.600 85.200 18.000 51.600
19 1.330 4,180 0.820 2.660
20 44,400 50.000 38.800 - 75.600
21 20.650 67.650 16.450 43.250
22 4,024 12.415 3.979 9.271

23 41.700 112.800 36.000 80.100
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Slow Approach. As a contrasting strategy, a slow approach

strategy was evaluated with costs given in Column 4 of Table B-2. 1In this
case the strategy consists of keeping the initial velocity unchanged as
long as possible before approaching the desired final value as rapidly as
possible. The calculated value of the correlation coefficient for this
strategy is found to be equal to 0.580. 1In this case the correlation
coefficient does not lie in the interval, (0.81, 1.00), so that the
correlation is statistically smaller than that obtained with the Mark I

model.

Straight-Line Approach. A strategy intermediate to the fast

approach and slow approach consists of approaching the final velocity in
a linear manner. To evaluate the correlation coefficient associated with
a straight line approach, the controls were chosen to keep the value of
the current velocity strictly higher than the '"straight-1line" velocity,
if the velocity were to be increased between the initial and final points,
and strictly lower than the "straight-line" velocity, if the velocity were
to be decreased. An approximation to the strategy was observed for several
subjects. One subject making hand computétions in a pilot study, requested
a ruler, drew the appropriate line, and then attempted to kecep his current
velocity on the line.

Table B-2 shows the costs resulting from this strategy in
Column 5. The correlation cocfficient between this column and the sub ject
median cost in Column 2 is found to be equal to 0.883. By the same argu-
ment as given above, although this correlation coefficicent is smaller
than that obtained with the Mark 1 model, it is not smaller by a

statistically significant amount.
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In summary, these results show that even for strategies which
do not attempt to minimize the incremental costs, this experiment was not
capable of showing statistically significant differences between the rele-
vant correlation coefficients. This insensitivity may result from the
fact that only 14 subjects were tested. With (§~z)-{;:§ = -1.64 and £ and
z corresponding to correlation coefficients of 0.883 and 0.916, it is found
that the required number of subjects would be nearly 100 before statistical
significance at the five percent level could be demonstrated between these
correlation coefficients. This insensitivity is not considered a detrac-
tion because the primary objective of this research consists of predicting
verbal heuristics, not total fuel consumption.

Three Strategies Dependent
Upon Incremental Costs

Most subjects appeared to base their control choices at least
partly on incremental costs. In this section we consider three cost-
dependent strategies. All three strategies yield correlation cocfficients

in excess of 0.90 with the subject median cost.
J

Absolute Minimum Cost. The first cost-dependent strategy con-

sists of making those control choices which yield the absolute minimum

fuel cost. This is the mathematical optimum and yields the lowest possible
cost. 1In the first 13 problems the reference level, at which fuel cost
was minimal, could always be reached by changing the initial velocity in
the direction of the desired final velocity. Several subjects lcarned to
expect this characteristic of the control problems and obtained scores

equal, or nearly equal, to the mathematical minimom in the carly problems.
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Table B-3, Column 3, shows the fuel costs for the absolute
minimum strategy. The correlation coefficient between these costs and

the subject median costs, shown in Column 2, is found to be 0.909.

Expected Minimum Cost. For problems 14 through 23, the direction

of velocity change required to minimize fuel is independent of the finral
velocity. This independence requires the subject to "search' for the
proper change in velocity to.yield decreasing costs. The search is
unavoidable and gives rise to a second cost-dependent strategy. In this
strategy an expected minimum cost was computed as follows. Suppose that
controls y and -y are selected at the beginning of a problem. The velocity

resulting from the first choice is given by v v, + 10y. The second

1 Yo

choice yields v, = v

9 - 10y = v

1 Thus, the current velocity is again

0
equal to the initial value after the sccond choice. The costs associated
with these choices depend on the location of the reference level V. 1If

the first choice of y yields a velocity closer to the reference level than

the initial velocity, then the cost increment is given by

e = & {emp? +
C(y) = A {(v—vo-loy)2 + (V-VO)%} ,
or
2 2
C(y) = A'{Z(V—vo) - 20y(V~VO) + 100y }’.

The sign of the middle term in the bracket is positive or negative, de-

pending on the sign of (V-VO). Under the assumption that these signs arc
equally likely for given valuecs of V and Vo it follows that this condition-

al expected cost is given by
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TABLE B-3. TOTAL FUEL COSTS FOR SUBJECT MEDIAN, ABSOLUTE MINIMUM
COSTS, EXPECTED MINIMUM COSTS, AND COMPOSITE COSTS

(Kilb Units of Fuel)

Subtrajectory Sub ject Absolute Expected Composite Absolute~
Number Median Minimun Minimum Expected Minimum
1 35.150 12.400 32.500 12.400
2 30.400 9.400 25.700 9.400
3 1.635 0.660 1.950 0.660
4 76.000 20.000 56.500 20.000
5 23.850 8.400 9.300 8.400
6 9.101 3.916 4,110 3.916
7 8.046 3.086 3.715 3.086
8 95.250 69.000 126.900 65.000
9 5.180 3.210 6.600 3.210°
10 21.575 17.000 27.050 . 17.000
11 128.950 97.9090 103.000 97.900
12 27.225 17.000 31.4590 17.0600
13 65.200 33.000 57.300 33,000
14 80.500 28.000 32.500 32.500
15 2.175 0.600 0.870 0.870
16 17.600 4.000 14.200 14.200
17 11.700 2.880  6.840 6.840
18 22.600 16.800 17.400 17.400
1¢ 1.330 0.700 0.760 0.760
20 44,400 14.400 22,000 22.000
21 20.650 14,050 15.150 15.150
22 4,024 2.335 2.976 2.976

N
w
~
'—l
~
o
(@)

36.000 36.300 36.300

|
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E[C(y)] = A {2(v—v0)2 + 100y2}-.

Although the choice y=0 will minimize the expected cost, this choice will
not yield the direction of the reference level., Thus, the minimization
of the expected cost is taken over the set y = -2, =1, 1, 2 and yields

y = 1 or y = -1 as equivalent optimal first control choices with a con-

ditional expected cost of
2
C=A {2(v-v0) + 100} .

That is, the conditional expected cost is minimized and the direction of
the reference level is determined by the choice of either y = 1, y = -1,
or y= ~1, y =1, for the first two control choices.

This procedurc for the first two control choices has the effect
of reducing the number of decisions available for each control problem by
2. Moreover, each problem is thereby reduced to the minimum cost case
considered above, provided that at least two decision intervals are avail-
able at the reference level in the minimum cost case. This provision holds
for 19 of the 23 control problems. For the four exceptional problems, the
above increasc in cost over the minimum cﬁst strategy is a good approxima-
tion to the expected minimum cost. Thus, the above cost was calculated
and added to the minimum cost to obtain the costs associated with the
expected minimum étratogy given in Column 4 of Table B-3.

The correlation coefficient between the subject median costs
and the costs obtained from the expected minimum strategy is found to be
0.907. This is ncarly identical to that obtained from the absolute minimum

strategy.
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Composite Absolute and Expected Minimum Cost. Because a search

was required to determine the direction of the reference level from problems
14 through 23, it would be expected that a better strategy to associate
with the subject median costs would consist of a composite strategy con-
sisting of the absolute minimum strategy for problems 1 through 13, and
the expected minimum strategy for problems 14 through 23. These costs
are shown in Column 5 of Table B-3. The correlation cocfficient between
the subject median costs and the costs obtained from the composite
strategy is found to be equal to 0.918. This is the highest correlation
coefficient found between the subject median cost and any of the
strategies considered. It exceeds the Mark I correlation with subject
median costs by 0.002,.

Summary of Correlation Results
for Subiject Median Couts

Table B-4, Column 2, shows a listing of the correlation
coefficients between the subject median costs, the Mark I costs, and the
eight strategies described above. In summary, the table shows correlation
coefficients ranging from the random strategy with miss-distance penalty
(r = 0.268) to the composite strategy (r = 0.918). The Mark I model yields
the second highest correlation (r = 0.916), and this is followed by the
absolute minimum strategy (r =0.909) and the expected minimum strategy
(r = 0.907). Theée incremental-cost strategies all yield higher correlation
coefficients than those which are independent of the cost increments: the
straight line stratcegy (r = 0.883), the fast approach strategy (r = 0.863),

and the slow approach strategy (r = 0.580).
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TABLE B-4. CORRELATION COEFFICIENTS BETWEEN SUBJECT MEDIAN
COSTS, MARK I COSTS, AND SELECTED ALTERNATIVE

STRATEGIES

Costs Subject Median Mark I
Sub ject Median 1 0.916
Mark I 0.916 1
Composite 0.918 0.880
Absolute Minimum 0.909 0.892
Expected Minimum 0.907 0.943
Gradual Approach 0.883 0.824
Fast Approach 0.863 0.645
Slow Approach 0.580 0.727
Random, Without Penalty 0.384 0.421

Random, With Penalty ‘ 0.268 0.278
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In terms of the statistical significance of the correlation
coefficients and their differences, all strategies are statistically
equivalent to the Mark I model with the exception of the slow approach
strategy and the random strategy. Although the slow approach strategy
and the random strategy without the miss-distance penalty have correlation
coefficients which differ statistically from zero, the values are too low
to be of practical interest. The random strategy which includes the miss-
distance penalty yields a correlation coefficient which is statistically
equal to zero.

Table B-4 also shows the correlation coefficients between Mark I
costs and the cost associated with the eight strategies. The expected
minimum strategy yields the highest correlation (r = 0.943). The statis-
tical interpretations of these correlations generally agree with those
obtained for the subject median costs. The strategies dependent on incre-
mental costs again yield higher correlations than the remaining étrategies.
Those strategies independent of the incremental costs give the next highest
set of correlation coefficients. Of these, the correlation coefficients
for the fast approach and the slow approach differ statistically from
0.916. Again, the random strategics give small correlation coefficients.
In general, these correlations indicate qualitative relations which would
be expected.

Summary of Correlation Results
for Tndividual Subjects

Table B-5 shows the correlation coefficicnts between individual
subjectl costs for the 23 Mark I problems and the costs obtained from the

Mark I model and the ecight alternative strategies considered in the previous



TABLE B-5. CORRELATION COEFFICIENTS BETWEEN INDIVIDUAL SUBJECT COSTS,
. MARK I COSTS, AND SELECTED ALTERNATIVE STRATEGIES

Strategy®
Sub ject: 1) (2) 3) 4) () (6) @) (8) €))
1 0.11 0.06 0.77 ©0.35  0.79 0.87 0.78 0.88%*%  0.78
2 0.31  0.65 0.76 0.67 0.74 0.74  0.83%%  0.75 0.81
3 0.23 0.42 0.64 0.76  0.83 0.81 0.87 0.81 0.92%%
4 0.19 0.44 0.78 0.62 0.78 0.70 0.72 0.71 0.82%%
5 0.13 0.12 0.80 0.39 0.82 0.85 0.79 0.85%%  0.79
6 0.04 0.04 0.34 0.52  0.58%*% 0.49 0.55 0.49 0.55
7 0.24 0.43 0.95%% 0.43 0.81 0.69 0.67 0.71 0.71
8 0.21 0.26 0.32 0.59 0.66 0.74  0.88*%% 0.73 0.71
9 0.11  0.45 0.64 0.77 0.93%* 0.69 0.85 0.69 0.82
10 0.23 0.40 0.80 0.57 0.86%% 0.83 0.806 0.83 0.85
11 0.17 0.01 0.77 0.22 0.71 0.80 0.67 0.81%%  0.68
12 0.12 0.08 0.69 0.40 0.76 0.87 0.81 0.89%%  0.82
13 0.39 0.78 0.81%% 0.61 0.62 0.52 0.60 0.51 - 0.61
14 0.36 0.57 0.93%% 0.49 0.74 0.70 0.69 0.70 0.74

*(1): Random with miss-distance penalty.
(2): Random without miss-distance penalty.
(3): Fast approach.
(4): Slow approach.
(5): Straight line approach.
(6): Absolute minimum.
(7): Expected minimum.
(8): Composite absolute and expected minimum.
(9): Mark I model.

wlants
W

Denotes maximum correlation for given subject.
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section. The maximum correlation obtained for each subject is indicated
by a double asterisk. Examination of the table shows that the costs for
subjects 7, 13, and 14 showed the highest correlation with the fast
approach strategy. The costs associated with the straight line approach
maximize the correlation coefficient for subjects 6, 9, and 10. The ex-
pected minimum strategy is represented by subjects 2 and 8. The composite
strategy is most frequently occurring strategy, and best describes the
costs yielded by subjects 1, 5, 11, and 12. Two subjects, 3 and 4, have
costs that are best represented by the costs obtained from the Mark I
model. The random strategies and the slow approach strategy are not
represented by any of the subjects.

These results suggest the possibility of obtaining a classifi-
cation of controllers according to the strategy showing the maximum
correlation. Such an approach would require a considerable amount of
experimental effort and a very careful specification of the set‘of

alternative strategies.
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APPENDIX C

INSTRUCTIONS TO SUBJECTS

Mark I

We have a contract with NASA to develop a mathematical model of how
the human makes decisions in controlling a space vehicle. We are now at the point
in the program where we have to collect some empirical data from the human to see
how well our model describes the actual way he behaves. And this is why we have
asked you to be a subject in the study.

In this study, your task will be to control the velocity of a vehicle
while minimizing your fuel consumpfion. You will start at one velocity and have
to change to another; after you reach the second velocity, you will have to change
to a third, etc. So, your task is really one in which you have to control the
vehicle through a sequence of different velocities and at the same time keep your
fuel consumption as low as you can. This is similar to what an astronaut might
do in checking out a series of satellites in space.

We have simulated the dynamics of the vehicle on the computer. For this
flight there are just five controls available to you, -2, -1, 0, +1, and +2. The
negative controls will always decrease your velocity, the postive controls will
increase it, and the zero will leave it unchanged. In order to enter a -2 control
you push the minus sign, then the 2, then the enter key. To enter a -1, you push
fhe minus key, then the 1, then the enter. To enter a zero, you push the minus
key, then the 1, then £he enter. To enter a +1, you push the space bar, than a

1, then the enter. A 42 is entered by pushing the space bar, then the 2, then

the enter.
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Let's practice this a few times. Enter a +2. Now a -1, A 0. A +l.

Now, let's 100# at the first leg of the flight. Notice that four
numbers are printed at the top of the page: Sub-Problem No., Initial Velocity,
Final Velocity, and Number of Decisions. So, for this leg of the flight you'll
begin at a velocity of 470 and want to go to a velocity of 590. You'll have 38
decisions, or in other words, 38 choices of the controls -2, -1, 0, +1, +2, in
which to go from that initial velocity of 470 to the final velocity of 590.

Each of your decisions, or control choices, must be entered during
a 5 second period when this light is on. Please don't enter your controls before
the light comes on. If you fail to enter it before the light goes off, I'll
enter your previous control for you.

Now let's look at the rest of the sheet. You'll notice there are
six column headings printed on it. The first one, '"Decision Number", just
tells you how many decisions are left in this leg of the flight. So for this
first leg of the flight, numbers in that column will run from 38 to O.

The second column is headed '"Current Velocity". This tells you how
fast you're going. As you can see, "470" is printed in this column, indicating
your present velocity.

The third column '"Distance to Final Velocity'", tells you how far your

current velocity is from the final velocity. By the sign you also can tell whether

you're above or below the final velocity. Since "470" is 120 units below 590,
you'll notive that "-120" is printed in the column.
The fourth column "Control Value" shows you which one of the five

controls you have chosen. So, -2, -1, 0, +1, or +2 will be printed here.




The fifth column is labeled "Fuel Cost". This indicates how much fuel
was used on your last decision.

Finally, the sixth column is headed "Cumulative Fuel Cost". This
column keeps a running sum of the fuel costs shown in column five. Remember,
you're trying to keep your fuel cost as low as you can, so you'll want to pay
close attention to these last two columns.

Now let's look at the fight‘hand position of the sheet. This section
will print out a graphical display of your velocity along with the final velocity.
Here's an example of what such a graph might look like after 10 decisions. You'll
notice that the beginning velocity was 570 and the final velocity was 610. After
the first decision, the velocity was 670, after the second it was 690, and so
forth. The zero will always show the final velocity and the X's will indicate
your present veiocity.

There's one final bit of information we'd like to get from you as you
maneuver through the flight. We'd like to get some idea about the way you're
thinking about it. To do this we'd like you to imagine that ’'m another astronaut
waiting on the ground about to begin a similar flight, and that you're to radio
back to me all information which you feel might be of some help in navigating
such flights. 1In addition, I1'd like you to state your confidence in the infor-
mation you're radioing back. Let me give you a couple of examples of what such
radioed-back statements might be. You might say, "I feel 90 percent certain
that choosing all 2's is the best thing to do to conserve fuel'". Or you might

say, "I'm 95 percent certain that going to a straight line is not the best thing

to do to conserve fuel',




Whenever possible, the statements you radio back should include something
about fuel consumption since this is what you're trying to minimize. Remember,
too, that these statements should be more in the form of advice about what I
should do rather than just descriptions about what happened in your situation.

For example, I think you can see that the two previous statements would be much
more helpful to me than a statement like, "Boy, I really goofed that one.'" 1I'll
ask for these statements at the eﬁd of each leg of the flight, but you can make
them at any time they occur to you. Remember, I'll be beginning a similar flight
but the trajectories and controls may be slightly different.

In order to radio your information back all you need to do is tell me
and I'll turn on thié tape recorder and record your statements.

Now if you should happen to miss the final velocity, you'll be penalized
by having an adaitional fuel cost added to your cumulative fuel cost at the end of
each leg of the flight. But even though you might miss a final velocity on one
leg, you'll begin the next leg as though you had reached the goal. For example,
suppose you wound up with a velocity of 580 after 33 decisions on this first leg
instead of the desired final velocity of 590. Well, even if that happened you'd
begin the second leg at 590 not 580. Of course, as I said, there'd be a penalty
added to your fuel cost.

One final bit of caution before you begin. We've found that some
subjects occasionally made an error such as pressing a +2 when they actually
meant a -2. Therefore, be careful to depress the actual keys you want since the
computer won't give you a second choice. One thing that should help you here is

the sign shown in the third column, "Distance to Final Velocity". If that sign
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isjnegative, you'll know that you're below the final velocity and need a positive
i

coétrol in order to hit it. If no sign is present, you'll know that you're above
thé final velocity and, therefore, need a negative control.

So, briefly, what you're to do is control your vehicle through a
series of different velocities by selecting a series of éontrol values, -2,
-1, 0, +1, +2. Each of these decisions should be entered when the light comes
on. As you navigate the flight you're to radio back any information which you
feel would be helpful to me in beginning a similar flight and you're to indicate
your confidence in these statements. Lastly, you're trying to use as little fuel
as possible during each of thé legs of the flight.

Well, I think that's about it, do you have any questions?

0.K. Your first leg in the flight is going from a velocity of 470

to one of 590 in 38 decisions while minimizing fuel. You can begin by entering

your first decision.

Questions to be Asked of Subjects

I. At end of each leg:
Do you have any advice for me in beginning a similar flight?
or
Any advice?
II. At the end of the problem:
Could you noﬁ summarize your advice or recommendations to me?
Remember my flight won't be identical to yours, but it will be

similar in many respects.
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Mark II

We have a contract with NASA to develop a mathematical model of how
tﬁe human makes decisions in controlling a space vehicle. We're now at the point
iﬂ the program where -we have to collect some empirical data from the human to see
how well our model describes the actual way he behaves. This is why we've asked
yoﬁ to be a subject in the study.

In this study, your task will be to guide your vehicle through a series
of points in space while minimizing fuel consumption. You will start at one point
and have to guide your vehicle to another; after you reach the second point, you
will have to go to a third; etc. So, your task is really one in which you have
to control your vehicle through a sequence of different points in space and at
the same time keep your fuel consumption as low as you can. This is similar to
what an astronaut might do in checking out a series of satellites in space.

We've simulated the dynamics of the vehicle on the computer. Fof this
flight there are just five controls available to you, -2, -1, 0, +1, and +2. 1In
order to enter a -2 control, you push the minus key, then the 2, and then the
enter. To enter a -1, you push the minus key, the 1 and then the enter. A zero
is entered by pushing the space bar, the zero, and the enter. A +1 is entered
by pushing the space bar, the 1, then the enter. And the +2 is entered by pushing
the space bar, the 2, and the enter.

I know this is simple but let's practice a few times. Would you enter
a +2 please? A -1. A'O. A +l. And a -2.

Now, let's look at the first leg of the flight. First, you'll notice

that seven numbers are printed across the top of the page. These are: Trajectory

No. 1--this means that you're on the first leg or trajectory of the flight. Second,



Iqitial Position 1100.00--this is the position at which you're beginning the flight.
Ne%t, Final Position 1148.00--this is where you want to wind up at the end of this
leg. Fourth, Initial Velocity 0,00. Fifth, Initial Acceleration 0.00. Sixth,
Tiﬁe Constant--Large. And finally seventh, Number of Decisions 20.

So, you're to go from a position 1100.00 to a position 1148.00 in
20 decisions while using as little fuel as you can.

Each of your decisions, or control choices, must be entered during a
5 second period when this light is on. Please don't enter your controls before
the light comes on. If you fail to enter it before the light goes off, I'll enter
your previous control for you.

Now let's look at the rest of the sheet. Eight column headings appear
here. First, '"Remaining Decisions'--since there are 20 decisions, numbers in this
column will run from 20 down to 1. Next, "Control Choice'"--your control, -2, -1,
0, +1, or +2, will appear here. The third column, "Current Position", tells you
where you are after each decision. The fourth column gives your current velocity
after each decision. 1In column five will appear your current accelerations. The
next column, "Distance to Go", tells you how far your current position is from
your final position. Since 1100.00 is 48.00 away from 1148.00, you'll notice
that 48.00 is printed here. The seventh column is labeled "Fuel Cost" and indicates
how much fuel was used on each decision. Finally, the eight column, "Cumulative
Fuel Cost" keeps a running sum of the fuel costs shown in column seven. Remember,
you're trying to use as little fuel as possible so you'll want to pay close attention

to these last two columns.



There's one final bit of information we'd like fo get from you as you
maneuver through the flight. We'd like to get some idea about the way you're
thinking about it. To do this we'd like you to imagine that I'm another astronaut
waiting on the ground about to begin a similar flight, and that you're to radio
back to me all information which you feel might be of some help in navigating such
flights. 1In addition, I'd like you to state your confidence in the information
you're radioing back. Let me givé you a couple of examples of what such radioed-
back statements might be. You might say, "I feel 90 percent certain that choosing
all 2's is the best thing to do to conserve fuel".

Whenever possible, the statements you radio back should include something
about feul consumptidn since this is what you're trying to minimize. Remember, too,
that these statements should be more in the form of advice about what I should do
rather than just descriptions about what happened in your situation. For example,
I think you can see that the previous statement would be much more helpful to me
than a statement-like, "Boy, I really goofed that one;" I1'11 ask for these state-
ments at the end of each leg of the flight but you ﬁan make them at any time they
occur to you. Remember, I'll be beginning a similar flight but the trajecfories
and controls may be slightly different.

In order to radio your information back all you need to do is to tell
me and I'll turn on this tape recorder and record your statements.

You don't have to hit the exact final position at the end of each tra-
jectory. If you're within + 5 of the final position it's considered a "hit'". So

for this first leg if you end up between 1143 and 1153 you're considered on target.



If, however, you're further away than + 5 you'll be penalized by having an
additional fuel cost added to your score. But even though you might miss a final
velocity on one leg, you'll begin the next leg as though you had reached the goal.
For example, suppose you wound up at 1140 after 20 decisions on this first leg
instead of the desired final position of 1148. Well, even if that happened you'd
begin the second leg of 1148 not 1140. Of course, as I said, there'd be a penalty
added to your fuel cost.

One final bit of caution before yoﬁ begin. We've found that some subjects
occasionally make an error such as pressing a -2 when they actually meant +2.
Therefore, be careful to depress the actual keys you want. If you catch the error
before you push the énter key, just tell me and I'll correct it.

So briefly what you're to do is control your vehicle through a sequence
of points by selecting a series of control values, -2, =1, 0 +1, and +2. Each of
these decisions should be entered when the light comes on. As you navigate through
the flight you're to radio back any information wiich you feel would be helpful
to mé in beginning a similar flight and you're to indicate your confidence in
these statements. Lastly, you're trying to use as little fuel as possible during
each leg of the flight._

Well, that's about it. Do you have any questions?

O0.K. Your first trajectory is going from 1100 to 1148 in 20 decisions

while minimizing fuel. You can begin by entering your first decision.

Questions to be Asked of Subjects

I. At end of ecach leg:
Do you have any advice for me in beginning a similar flight?
or

Any advice?
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IT. At the end of the problem:
Could you now summarize your advice or recommendations to me?

Remember my flight won't be identical to yours, but it will be

similar in many respects.
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APPENDIX D

VERBAL STATEMENTS MADE BY MARK T SUBJECTS FOR PROBLEMS 1, 12, AND 23.

This appendix consists of a listing of the verbal statements made

by the Mark I subjects for Problems 1, 12, and 23. These problems may be

taken as representative of the beginning, middle portion, and final portion

of the Mark I problems.

+d

roblem 1

|

Problem 12

Problem 23

Problem 1

Subject 1

I found at higher speed you use less fuel for a given change
of velocity and also that you use fuel even while maintaining
same speed. Therefore it seems logical to go to the final
velocity at the slowest possible rate so as to minimize fuel
consumption.

No statement. Statement from Problem 9--I found awhile ago
that the characters 1 and 2 represent 10 and 20 miles per
hour respectively. It is also wise to remember that the
difference in velocities is negative or positive and the
change in speed that you want is opposite. For example, if
the difference is negative 50 your change should be positive
in order to get closer to the final velocity.

No statement. Statement from Problem 14~-I wish to contra-
dict my last statement. It is not necessarily true that the
best operating velocity is in the same direction as the

* velocity which you are trying to obtain. I am 100 percent

certain of this.

Subject 2

At times I felt myself thinking about what I would do if the
computer all of a sudden registered something other than 590.
I caught myself thinking of what I would do if it appeared
480 or what I could do if it appeared 600 or 610 and I think
this apprehension sort of made me pause too long in keeping
it. 1In otherwords I didn't trust the computer. I thought it
was trying to trick me.




Problem 12

Problem 23

Problem 1

Problem 12

Problem 23

D-2

I'm very positive (95%) there is always a point where you
will consume very little,if any, fuel. I suggest that this
point should be obtained as soon as possible and maintained
as long as possible until it is necessary to start making
jumps to either go up to or down to the final velocity.
Maintain the velocity of fuel which accompanies the minimum
amount of fuel for as long as possible before making the
jump either way.

During the course of this flight in obtaining changes in
velocity I recommend a minimal point of fuel consumption
be located. Now this can be done by going either direction,
from the initial velocity. For instance, should you want
to increase your velocity you can either increase past

your final velocity and then fall back increasing it fast
to get to your minimal point or decrease below your initial
velocity to reach your minimal point and then climb back

up in the least amoung of steps. This findin the minimal
point can be best accomplished by noting and remembering
the early trends in decreasing and increasing velocity.

For instance, on the first increase of the velocity, if

you should increase it from past your final velocity and
you find that on your first stop you consume a lot of

fuel, then head in the other direction quickly and remember
this. »

Subject 3

No statement.

About 75 percent sure that you should play your hunches. I
bhad a hunch on this one that I was going to have to go much
higher than my final velocity and come back to it, but I
didn't play my hunch and I ended up using extra fuel.

Use the first three steps to locate your points where the
costs are equal to zero. Then continue along this point
until you have the right number of steps to reach your final
velocity in the least number of moves. I guess that's all.
I think this is right. I say 90 percent confidence.



Problem 1

Problem 12

Problem 23

Problem 1

Problem 12

Problem 23

D-3

Subject 4

I would recommend coming within 50 miles of the final desired
velocity, holding it within 50 miles per hour range, and
holding it at zero, increase in velocity (which seems to
spend the least amount of fuel) and then on the last three
tried, attempt to bring it into the final desired velocity.

I'm 96 percent confident that you try to find a rest where
there is no fuel consumed, hold it there, and then go into
the final desired velocity at the end.

Try to find the trend in the fuel consumption and follow the
trend and find out when it is decreasing and follow it until
the minimal amount is used and hold it there as long as
possible and go into the final desired velocity in the calcu-
lated number of tries at the end. 96 percent confident.

Subject 5

Seventy-five percent confident that you will go 20 miles
per hours less than the desired final velocity and then
hold it constant there. About 90 »ercent confident that
you reach 20 miles per hour less when you final velocity,
remain constant there, you will conserve fuel.

Once you have obtained the velocity at which the fuel
consumption is least and come to the number of steps which
it is required to reduce the velocity by one. Thereby you
should reduce by 2 until you reach the final answer and
hold constant there. With 85 percent confidence you will
have minimum fuel consumption.

I feel if you find the velocity where the least fuel is

"being used you will be able to conserve fuel all during the

flight. But the problem arises during the period at which
you have to reach the final velocity due to the number of
steps at the end. The fuel costs to reach those velocities
at that time are much greater than they are earlier. So if
you can find the point during the flight at which the fuel
costs to reach the final velocity is the smallest and with
no change; why I now feel 50 percent confident that this
way would be the method in which to reach the least amount
of fuel used.
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Problem 1

Problem 12

Problem 23
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Subject 6

It's about 90 percent better to get to your goals first

and then right on zero. It is cheaper that way. I also

find that it is better to go to 2 to 1 very quickly over
to your goal and then go down to zero.

In this I found out it was advisable to go over the velocity,
but that I missed it and the penalty is expensive. But once’
again to keep the vost to a minimum, calculate the distance
and make sure you hit it.

I feel at the beginning that you should start out with a 2
or plus zero increase or decrease your velocity towards your
goal. After you find your costs increase or decrease your
velocity not so much to see if you are going in the right
direction, and then try to get to your lowest cost and by
doing this calculate how far you have to go out and at the
last minute come in with increasing or-°decreasing your
speed gradually toward your point. Ninety-five percent
sure that going to you low cost or zero is the most in-
expensive way and I alsc feel that 70 percent right that
increasing your speed gradually at the end toward your

end point or decreasing right at the end is the best.

Subject 7

Accelerate to +2 about 550 and then level off to zero to
about 10. You conserve fuel at that rate and then come in
at a +1 about every two intervals until you come to three
and then come straight in on your final velocity and hold
that unitl your final point.

No statement. Statement from Problem 11--I'm 90 percent
sure that you should accelerate as fast as possible until

reaching the meeting point and then level off until final trial.

I'm about 75 percent certain that it would be best to fluctuate

the velocity mid-way through the trials and then go directly
to your rendezvous and hold back.
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Subject 8
Problem 1 I suggest that you go below the final velocity speed as long

as you can until you finish the number of trials before you
take it up to the final velocity speed because you would use
less fuel flying at a low speed. I'm confident with this
right now based on results.

Problem 12 In deceleration move down -2 as fast as you can until you get
to the zero fuel consumption and hold there as long as you
can until you have to bring it up to the final velocity.
Ninety percent confident.

Problem 23 I would recommend first you establish your fuel consumption
at the present speed when you start then move toward your
objective either + or - 1. When you have established that
you are moving in the right or wrong direction correct toward
zero fuel consumption. Hold at zero fuel consumption until
as long as you can leaving enough decisions so that you can
get to your final velocity. I'm 100 percent confident that
this is the best way to save on fuel and reach the objective
of the final velocity.

Subject 9

Problem 1 I think you should just keep moving around and try not to
have any penalties and save money that way.

Problem 12 No statement. Statement from Problem 10--~I'm confident
100 percent, I think I'm still following the same pattern.
Make the slope very slight.

Problem 23 The way I orginally started was just practicing. About the
. first four sub-trials just to get the feel of things and
finally I got the kind of pattern I want to follow. My
pattern was not to move the vehicles so fast that to waste
fuel in big jumps. What I did do was to go just nice and slow down
the line, no big jumps. My confidence at the conclusion
was a 100 percent.
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Subject 10

It helps not use the zero button at all, but to use a little
of + like a +1 and then followed by a -1. 100 percent
confident.

No statement. Statement from Problem 9--After you determine
your zero and are using the + zero to keep your costs at a
minimum plan to use the minimum number of decisions to retain
your fimal velocity like using the majority of +2 or -2 to
get to that velocity once you determine the zero points.
Confidence 100 percent.

My strategies begin by first of all just using the 1, the
lower increment and go away from the velocity that you are
trying to attain. You do this in order to get a low point--
a zero or a 2, 3. If you achieve 2, don't try to get any
lower, just using the zero button maintain at that velocity
as long as you can, and then right near the end using twos
and ones in combinations maintain your final velocity.
Confidence 100 percent.

Subject 11

I found that I conserve most fuel by a reaching a velocity
near the desired speed and then reducing it by or decreasing
velocity by a minus number and then holding it constant which
did not cost any fuel consumption. However, when I desired

to bring this speed up to the desired velocity, I had trouble
in reaching the same results. I'm about 50 percent sure that
by reaching a zero fuel consumption and maintaining a constant
velocity is the best way to conserve fuel.

No statement. Statement from Problem 11--Theory has a few
flaws in it. ©Number 1 your minimum fuel consumption might
be a great distance or discrepancy from your desired goal,
and the only way to reach the goal is to increase velocity.
I have only a few penalties .and each one has been a 1000.
I'm not sure if that's a distance from your goral or if it
is set at a 10600. I think it might be better to be out in
left field than to take a 1000 penalty, I don't know how
that would work. No other comment.
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Felt the theory I proceeded under was 95 - 100 percent the
best theory. The theory was to start out by decreasing or
increasing your velocity to find out which direction would
conserve the most fuel, and then proceeding in that direction
until you reached your minimum fuel consumption, and maintain
that period for as long as possible, taking note of the
number of steps you would require to return to the desired
veloc1ty by the number at the left of your fuel consumption.
It's either registered plus or minus and every 1 unit on the
keyboard was worth 10 units of velocity. Therefore by com-
paring you could figure how many you needed to get back.

In the first few problems I ruled out the possibility of
reaching a speed and then hitting zero, because it didn't
seem to increase or decrease fuel consumption any. However,
in the last problem, I noticed that I was at 1200 units

of fuel consumption and by pushing zero, it went to zero.

I'm not sure what the reasoning behind thlS was. I still
feel any method was the best way to approach the problem.

Sub ject 12

I think it is best to get up to point where your velocity

is 570 and then remain at 570 because the fuel consumption
if you do add on. At 570 there is zero fuel consumption and
after that, wait until the last possible trial and then add
2 and you will reach the final velocity.

No statement. Statement from Problem 11--Be sure you know
where you are at all times.

Well, first of all not each problem is alike and one must
go into them experimentally and use what knowledge that has
been gained from previous problems. This might help a
little, I'm not saying it will. The best thing I can
recommend is just to pick out the number with the least
fuel consumption. Stay with this number until you reach

a point where you have to go for the final velocity with-
out receiving a penalty. Above all, do not receive a

. penalty because a penalty costs a lot more than the amount

of fuel consumption approaching the penalty. I think it
would be between 75 and 85 percent confident.
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Subject 13

When you press the first button you go up 10 at positive,
when you press the second button you go up 20. There is
penalty when you go back the first time. The second time
there is and the third time there isn't. I believe this
true from the record of the flight.

I'm convinced that by going past the set speed and moving
back you save a great deal of fuel consumption.

I feel and have confidence in the fact that if you vary your
speeds between raising and lowering them you will have a
lower fuel consumption. When you get your lowest consumption
at any time during your raising and lowering you keep it
constant at that consumption. Either you can get the con-

sumption or keep it at zero until the last minute when you
have to raise it.

Subject 14

Try not to accelerate too fast. Don't go at maximum
acceleration when you first start the flight because

fuel consumption seems to be relatively high. Remember to
take off reasonably easy, don't go a full acceleration
because the cost is prohibited. Fuel consumption is ex-
tremely high. From my own experience to this point I
would say that I'm totally confident that it is going to

run high if you accelerate and try to get the final velocity
too quickly. '

I recommend that you accelerate with a control value of

2 until you pass the final velocity of 650 because running
costs above 650 are considerably less than at 660. Also

it seems the higher you go above 660 the less it costs to
run. I would recommend going 20 at the most 40 miles above,
watching carefully to make sure you can get back to the
desired velocity within the number of decisions.

I would recommend in general over the course of the experiment
to first try to stay at the same velocity to see how much it
is going to be there and if you have to go from a low to a
high velocity try going toward the velocity. If it is higher
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(if the cost is higher) approach the final velocity and then

go back to your initial velocity until the last minute. Now
the same holds true the other way around. Starting at a high
initial velocity and you want to drop to a low one. First stay
at your initial velocity, see what the cost is there, then drop
toward your final velocity. Now if the cost is higher there
than at your initial velocity, go back to your initial velocity
until the last minute and then drop in and carefully avoid the
penalty. I'm so confident in this if that I had to do this
experiment all the time I would use that procedure. 100 percent
confident.
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APPENDIX E

ANALYSTS AND CLASSIFICATION OF VERBAL STATEMENTS

The Mark I énd Mark II models yield predicted verbal heuristics.
The observed conditional probability that the heuristic of a subject will
match the predicted heuristic is computed in the report (Pages 78-102; 112-114),
In this appendix we consider those statements of the subject which do not
match the predicted heuristics.

Table E-1 lists the heuristics of the subjects not contained in
the list of possible heuristics generated by the Mark I model. The listed
statements were extracted from statements selected by the panel of three judges
described earlier. The statements were underlined by the judges as statements
which, in their view, were heuristic statements not contained in the list of
possible heuristics.

Shown in Table E-2 are some examples of statements which were also
selected as possible heuristics by the judges. Because the statemeﬁts do not
serve as rules for making choices among the controls, these statements were
classified as non-heuristic statements.

In this way each underlined statement extracted by a judge was
described in one of the four categories: (1) a heuristic statement equivalent
to that generated by the Mark I model,(2) a heuristic statement equivalent to
one of those in the list of possible heuristics, but different from that generated
by the Mark I model, (2) a heuristic statcment differing from all those appearing

in the list of possible heuristics, and (4) verbal statements which are non-

heuristic.




E-2

Table E-3 shows the average number of subjects associated with each
of the verbal statement categories for each trajectory. The average is obtained
as the arithmetic mean of the number of statements assigned to a given category
for each of the three judges. Trajectories 9, 11, 13, 20, 21, and 22 are
exceptional because the model did not predict a heuristic for these trajectories.
For these cases the number shown in column 2 gives the average number of subjects
that state any one of the possible heuristics associated with the model.
Column 4 shows the average number of subjects that stated a heuristic not
contained in the model list. If this number is compared with the sum of the
numbers given in Columns 2 and 3, it is seen that most of the heuristics stated

by the subjects were contained in the model list.
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APPENDIX F

A COMPLETE PRINT-OUT OF RESULTS FOR PROBLEM NO. 10
FOR THE 14 MARK I SUBJECTS

The following listing consists of the on-line print-out obtained
for Problem 10 for the Mark I experiement. The six left-hand columsn show the
meter eadings that resulted from the control values selected by the subjects.
The headings of these columns denote the number of decisions remaining, current
velocity, 'distance' from final velocity, control value, incremental cost, and
cumulative cost, respectively. The right side of the print-out consists of a
graphical representation of the current velocity, denoted by X, and the desired
final velocity, denoted by 0. The penalty, if any, for missing the desired
final velocity, and the final cumulative cost are shown at the end of the

print-out for each subject.



SUB-PROBLEM HO, 10

IITIAL VELOCITY - 650
FINAL VELOCITY - 830
NO. OF DECISIONS - 16

0, CUR. DIST, cV coOST

DEC. VEL. F.vV,.
630 =200 0
16 2
650 -180 3200
15 2
670 ~160 1860
14 2
690 ~140 800
13 2
710 -120 200
12 2
730 =160 0
11 0
730 -100 0
10 0
730 -100 0
9 0
730 -100 0
8 0
730 =100 0
7 0
730 -100 0
6 0
730 -100 0
5 2
750  -8o0 200
4 2
770 -60 800
3 2
790  -uo 1800
2 2
810 -20 3200
1 2
830 0 5000
PENALTY = 0

FINAL CUMULATIVE COST =
PAUSE oK

CUM,
CosT
0

3200
5000
580q
6000
6000
6000
6000
Gooo
6000
6000
6000
6200
7000
g800
12000
17000

17000

440

4990

540

590

SUBJECT NO. 1

640

X

€90

740

790

840

0
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SUC-PROBLEM HO. 10 SUBJECT NO. 2

INITIAL VELOCITY - 630
FINAL VvELOCITY - 230
NO,  OF DECISIONS - 16

Mo, CUR, DIST., ¢v cosT CUM., 440 4qp 540 590 640 690 740 74p gho
DEC. VEL, F.v. cosT

630 -200 0 0 X 0
16 2 ‘
650 -180 3200 3200 X 0
15 2
670 -160 1200 5000 X 0
14 2
690 -140 800 5800 : X 0
13 2 '
710 -120 200 6000 X 0
12 2
730 -100 0 6000 . X 0
11 0
730 -100 0 6000 X 0
10 0
730 -100 0 6000 X 0
9 0 7 _
730 -100 0 6000 , o X 0
8 0
730 -100 0 6000 X 0
7 0 '
730  -100 0 6000 , X 0
6 0 ) ,
730 -100 0 6000 S X 0
5 2 _
750 -80 200 6200 ’ X 0
s 2
770 ~60 800 7000 v X 0
3 2
_790 -4 1800 8800 - o .. x o
2 2
810 -2 3200 12000 X 0
1 2
830 0 5000 17000 X
PEMALTY = 0
FINAL CUMULATIVE COST = 17000

PAUSE oK



SUBLPROBLEM NO.

630

INITIAL VELOCITY .
FINAL VEFOCITY - 830
NO; OF DECISIOHS -~ 16
!
NO. CUR. DIST. CV COST
DEC. VEL. F.,v,
630 -200 i}
16 2
| 650 -180 3200
15 Q;\ O
650 -180 3200
14 2
670 -160 1800
13 2
690 -140 800
12 2
710 -120 200
11 2
730 -100 0
10 0
730 -100 0
] 0
730 -100 0
8 0
730 -100 0
7 ]
730 -100 0
6 0
730 <~100 0
5 2
750 -80 200
4 2
770 ~60 800
3 ‘2
790 -4 0 1800
2 2
810 ~-20 3200
1 2
830 0 5000
PENALTY = 0

FIMAL CUMULATIVE C€OST

PAUSE

oK

cuM,
CosT
0

3200

&

6400

8200

9000

9200

9200

9200

9200

9200

9200

9200

9400

10200

12000

15200

20200

20200

490

SUBJECT NO. 3

540 590 640

690

740

790

840



NO. CUR,
DEC. VEL. F,v, cosT
630 -~200 0 0 X
16 . 2 R
650 -180 3200 3200 X
.15 2
670 -160 1800 5000 o X
14 2 _
690 -140 800 5800 X
13 -2 .
710 =120 200 6000 X
12 2 ,
e 730 -100 0 6000 X
11 0
730 -100 0 6000 X
~ 10 '
0
730 -l00 0 6000 X c
.9 0 e .
730 -100 6 6000 X 0
.8 0
730 -100 0 6000 X
-7 .0 : ,
. 730 <100 0. 6000 X
—eeb e
- 730 -100 0 6000 X
. 2 .
i e 2750 =80 200 . 6200 . SX
4 2.
- 770 -60 800 . 7000 : X
B SO - .
< 790 40 1800 8800 X
.2 2 e ..
~810. =20 .. .3200 _12000 . ,
1 .2
_ . .830 0. . 5000 17000
CoeENALTY = o T e
5 FIMAL CUMULATIVE COST = 17000
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SUB-PROBLEM HO., 10
INITIAL VELOCITY - 630 SUBJECT NO. &
FINAL VELOCITY - 830
NO. OF DECISIOIIS - 16

DIST. CV COST CUM., 440 490 5S40 590 640 630 740

PAUSE
- OK
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SUB-PROBLEM !I0. 10
INITIAL VELOCITY - 630 )
. FINAL VELOCITY - - 830 o SUBJECT NO. 5
NO, OF DECISIONS - 16 S

NO. CUR. DIST, CV COST cCuUM. U449 490 540 590 640 690 740 790 8h4o
DEC. VEL, F.v, COST

630 =200 o o X o 0
16 _ 2
650 ~-180 3200 3200 X 0
15 1 o e .
660 ~170 2450 5650 _ X 0
14 2
... 680 -150 1250 6900 . X 0
013 2 }
700 -130 450 7350 X ' 0
12 . 2 ‘
720 -110 50 7400 o X 0
11 - 1
730 _-100 0 7400 e X Y
s 10 0
. 730  ~100 -0 7%00 . x o
_9.. - 0 _ : S
730 -100 0 7400 o L X .0
L8 ) 0
730 -100 0 7400 X 0
.7 1 _ , _
740 -90  s0 7450 , , ' X 0
S 2 . )
- 760  -70 ~ W50 7900 o . X 0
.5 1
oo 770 =60 800 8700 . x o
- _ 4 2 ,
790 -ho ~ 1800 10500 - ) o o R
S 3 1 B} - _
/... 800 _ -30 2450 12950 o o ' _ X o
S 2 1
- .8lo. -20 3200 16250  xo
1 2 ‘
830 0 5000 21150 o , , , X

TPEMALTY =0 g 7
FINAL CUMULATIVE COST = 21150
PAUSE OK



{
SUB-PROBLEM NO. 10
INITIAL VELOCITY - 30

FINAL VELOCITY - 830 SUBJECT N0;6
HQ' OF DECISIONS 16
I
NO., CUR, DIST, COST CUM, 490 640 690 740 790
DEC. VEL. F,V. COST
630 -200 0 .0 X
16
630  -200 5000 5000 X
15
650 ~180 3200 8200 X
14
670 =-160 1800 10000 X
13
690 -140 200 10800 X
12 »
710 -120 200 11000 X
11
730 -100 0 11000 X
10
730 -100 0 11006 X
e
730 -100 0 11000 X
8
730 -100 0 11000 X
7
730 -100 0 11000 X
6
730 -100 0 11000 X
5
750 . -80 200 11200 X
Yy
770 . -60 800 12000 X
3 o
790 ~40 1800 13800 X
2
. 810  -20 3200 17000
1
830 0 5000 22000
PENALTY = o 7
FINAL CUMULATIVE COST = 22000

PAUSE OK



SUB-PROBLEM NO, 10

INITIAL VELOCITY - 630 SUBJECT NO. 7
CFINAL VELOCITY -  g3p ‘ ' :
HO. OF DECISIONS - 1§

NO. CUR. DIST, €V COST CUM. &40 499 549 590 640 690 740 790
DEC. VEL. F.,v. cost

630 -200 0 0 X
16 2
650 -180 3206 3200 ‘ X
15 | 2
» ! 670 -160 1800 5000 ' X
| | 2 -
' 690 -140 800 5800 X
13 2
710 -120 200 6000 A X
12 2
730 -~100 6 6000 ‘ ' X
11 2 ‘
750 -80 200 6200 X
10° o
750  -80 200 640 X
9 2
770 =60 800 7200 o X
g 2
790 -4p 1800 9000 X
7 0
790 -4 1800 10800 ' X
6 2
810 =20 32060 14000 -
5 2
830 0 5000 19000
4 0 ) .
830 0 5000 24000
3 0 -
830 0 5000 29000 -
2 0
830 0 5000 34000
1 0
830 0 5000 39000
PENALTY = 0 7
FINAL CUMULATIVE COST = 39000

PAUSE OK



SUB=-PROBLEM NO,
LIITIAL VELOCITY
FIMNAL VELOCITY -
0. OF DECISIONS
N0, CuRr, DIST, cv
- bEc, vEL, F.v,
630 -200
16 ]
630 -200
15 . -2
610 -~229
14 2
630 -200
13 2
650 -180
12 2
670 -160
11 2
690 -14p
10 4
2
710 -12p
9 1
720 -11p
8 2
7ho -90
7 2
760 =70
6 0
760 ~70
5 2
780 -50
4 2
800 ~30
3 1
810 =20
2 2
830 0
1 -0
830 0
PENALTY = 0

FINAL CUMULATIVE COST =

PAUSE oK

1o

- 630

830
- 16

cosr

0

5000

7200

5000

3200

1200

800

200

50

50

+
w
(=]

s

1250

24590

3200

5000

5000

cumM,
cosT

5000
12200

17200

20400

22200

23000

23200

23250

23300

23750

24200

25450

27900

31100

36100

41100

41100

F-9

bt

490

540

590

SUBJECT No. 8

640

X

690

740

790

849



SUB-PROBLEM NO,

INITIAL VELOCITY
FINAL VELOCITY -
NO, OF DECISIONS

~ MO. CUR. DIST. Cv
DEC. VEL. F.vV.

630 -200
16 1
640 -190
15 1
650 -180
S 1h 0
650 ~180
13 1
660 ~170
12 1
670 =160
11 2
690 -140
10 1
700 -130
9 2
720 -110
- 8 2
740 =90
7 2
760  -70
6 1
770 -60
5 1
780  -s50
4 1
790 =40
3 1
800  -3p
2 2
820 -10
1 1
830 0
PENALTY = 0

1

0

830
16

COST

0

4050

3200

3200

2450

1800

800

h50

50 .

50
bso
800

1250

- 1800

2450

4050

5000

FINAL CUMULATIVE COST

PAUSE
oK

630

cuM,
CosT
0

4o50

7250

10450

12900

14700

15500

15950

16000

16050

16500

17300

18550

20350

22800

26850

31850

31850

b

F-10

490

540

SUBJECT NO. 9

640

690

740

790



F-11

SUB-PROBLEM HO. 10

INITIAL VELOCITY - 630
FINAL VCeLoCITY - 830 SU&ECTPW.IO
HO, oF DECISIONS - 16

HO. Ccur, DIST, Cv  cost CUM, 4 490 549 590 640 G690 749 790 3ug
DEC, VEL, F.v. cosT

630 -200 0 0 X 0
16 1

640 -190 4050 4059 X 0
15 2

660 -170 2450 g50p _ X ‘ 0
14 2

680 -150 1250 7759 X 0
13 2

700 -13p 450 8200 X 0
12 2

720 <119 50 825 X o
11 2

740 99 50 8300 X 0
10 1 ' _

750  -gp 200  gsqp X 0
9 2

770 -6o0 800 9300 X 0
8 2

790 -yp 1800 11100 X o
7 -2

770 -6n 800 11900 X 0
6 0

770 <60 800 12700 1 ' X 0
5 0

770 <60 800 13500 X 0
113 0 ’

770 "-60 800 14300 X 0
3 2

790 -40 1800 16100 , X o
2 2

810 29 3200 19300 X 0
1 2

830 0 5000 24300 X
PENALTY = 0
FINAL CUMULATIVE COST = 2439q

PAUSE oK



SUR-PROGLEM NO.
LITIAL VELOCITY
FINAL VELOCITY -
NO. OF DECISIONS

NO. CUR. DIST. CV

LEC. VCL. F.v.

630 ~200
16 2
650 -180
15 2
670 =160
14 2
690 ~140
13 2
710 =120
12 1
720 -110
11 1
730 -100
10 1
740 -90
9 1
750 =80
e -2
730 -100
7 2
750  -80
6 2
770 -60
5 2
790 ~-4o
4 -2
770 -60
3 2
790 -4g
2 2
810 =20
1 2
830 0
PEHALTY = 0
FINAL CUMULATIVE

PAUSE ox

10

- 630

330
- 16

COsST
0

3200

1800

800

200

50

50

200

200

800

1800

8§00

1800

3200

5000

COoST

F-12

SUBJECT NO. 11

CUM. 440 490 540 590 6u40 620 740 790
cosT

0 X
3200 X
5000 ' . "X
5800 X
6000 X
60590 ' X
6050 X
6100 X
6300 ~ = ’ - ’ ’ X
6300 - T X
6500 ‘ X
7300 X
9100 X
9900 | . ’ X
11700 . X
14900
199090

19900



F-13

SUB~PROBLEM NO. 10

INITIAL VELOCITY - 630
FIUIAL VELOCITY - 830 SUBJECT NO. 12

O, CF DECISIONS - 16

WO, CUR, DIST, CV COST CUM, LLO 49§ s5np9 ©59q 640 690 740 790

UEC, VEL. F.V, cosT
630 -200 0 0 X
.16 2
650 ~-180 3200 3200 X
15 2
670 -160 1800 5000 ] X
14 , 2
690 -140 800 5800 X
13 2
710 -120 200 6000 X
12 2
730 -100 0 6000 » X
11 2
750 =80 200 6200 X
10 0
750  -80 200 6400 X
9 0
750  -80 200 6600 X
8 2
770 <60 800 7400 X
7 -2
750  -80 200 7600 X
6 0 ‘
750  -80 200 7800 X
5 0
750  -80 200 8000 X
Y 2
770  -60 800 8800 _ : X
3 2 ‘
790 -40 . 1800 10600 . . . _ e X
2 2
810 -20 3200 13800
1 2
830 0 5000 18800
PEMALTY = 0
FINAL CUMULATIVE COST = 18800

PAUSE




SUL-PROCLEM {10, 10

THITIAL VELOCITY - 630
FINAL VELOCITY - 3839
HO. OF DPECISIONS - 16
dd. CUR, DIST. CV cCoOsT
LEC. VviL. F.,v.
630 -29¢C 0
16 n
€30 -2n0 50010
15 2
650 -180 3200
1 2
670 <160 | 1800
13 2
G0 =140 300
12 2
710 -120 200
11 2
730  -1¢0 0
10 0
730  -100 n
9 0
730 -10n0 0

()
o

730 -100 0
7 0

730 =100 4}
6 ]

730  -100 0
5 2

750 -80 200
I 2

770 -60 goo
3 2

790 -0 1800
2 2

810 -20 3200
1 2

830 0 5000
PEIIALTY = ]

FLIUAL CUMULATIVE CNST =
PAUSE OK

Cum,
CosT
0

5000

3200

10060

10600

11000

11000

11900

11000

11000

l11c00

11000

11200

12000

13800

17000

22000

22000

F-14

tyo

490

SUBJECT NO. 13

5400 590 640 690 749 750

X



F-15

/
© SUB-PROBLEM NO. 10

INITIAL VELOCITY - 630
_FIJIAL VELOCITY - 830 '
1O, OF DECISIONS - 16 SUBJECT NO. 14
i

MO, CUR, DIST, CV COST CUM., 440 490 SLO 590 640 690 740 790 ¢&4o

DEC. VEL, F.,v, cosT

630 ~-200 0 0 X 0
16 2

650 -180 3200 3200 % 0
15 2

670 -160 1800 5000 X .0
14 1

630 ~-150 1250 6250 X o
13 2

700 -130 450 6700 X o
12 2

720 -110 50 6750 X 0
11 2

7560 =90 50 6800 ' X 0
10 2

760 -70 450 7250 X 0
9 2

780 =50 1250 8500 . X 0
8 1

790 <40 1800 10300 X 0
7 2

810 -20 3200 13500 X 0
6 0

810 -20 3200 16700 X 0
5 1)

810  -20 3200 19900 X 0
4 2

830 0 5000 24900 X
3 0

830 0 5000 29900 ) X
2 0 |

830 0 5000 34900 X
1 0

830 0 5000 39900 X
PEHALTY = 0
FIHAL CUMULATIVE COST = 39900

PAUSE ox




